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## 1. INTRODUCTION

1.1. This thesis consists of the following parts:

1. Introduction,
2. Polynomial representations of switching functions,
3. Representanions over the field of integers $\bmod p$,
4. Representations over the ring of integers $\bmod m$,
5. Some unsolved problems and possible generalizations, and
6. References.
1.2. Representations of switching functions over the field $J_{2}$ of integers modulo 2 using also operation of complementation are dealt with in Chapter 2.

For the switching function of $n$ variables $f\left(x_{1}, \ldots, x_{n}\right)=f(X)$ the Boolean difference with respect to a variable $x_{i}$ is defined in the following way (see [1, 2, 3])

$$
D_{i} f(X)=f\left(x_{i}=0\right) \oplus f\left(x_{i}=1\right),
$$

where $f\left(x_{i}=c\right)=f\left(x_{1}, \ldots, x_{i-1}, c, x_{i+1}, \ldots, x_{n}\right)$.
It is shown that the expansion theorem has the following form

$$
f(X)=f\left(x_{i}=q_{i}\right) \oplus\left(x_{i} \oplus q_{i}\right) D_{i} f(X) \quad\left(q_{i} \in\{0,1\}\right),
$$

or a matrix form

$$
f(X)=\left\|\begin{array}{ll}
1 & x_{i} \oplus q_{i}\| \| \begin{array}{cc}
q_{i}^{\prime} & q_{i}
\end{array}\| \| \begin{array}{l}
f\left(x_{i}=0\right) \\
1
\end{array}  \tag{1.2.1}\\
1
\end{array}\right\| \|,
$$

where $q_{i}^{\prime}$ denotes the complement of $q_{i}$.
Analytical representations of the switching functions which represent expansion analogous to the Taylor series are considered [see 1, 2, 12] and the name of polarized polynomial forms is used for them. Matrix form of pola-

[^0]rized polynomial forms is proveo which is derived using (1.2.1) and is as follows
$$
f(X)=\left(X_{1} \times \cdots \times X_{n}\right)\left(W_{1} \times \cdots \times W_{n}\right) F_{1} \ldots n
$$
where $\times$ denotes the left-hand Kronecker product of matrices (see [17]) and the notations are as follows
\[

$$
\begin{aligned}
& X_{i}=\left\|1 \quad x_{i} \oplus q_{i}\right\|, \quad W_{i}=\left\|\begin{array}{ll}
q_{i}^{\prime} & q_{i} \\
1 & 1
\end{array}\right\|, \\
& F_{i} \ldots j k=\left\lvert\, \begin{array}{l}
f\left(x_{i}=0, \ldots, x_{j}=0, x_{k}=0\right) \\
f\left(x_{i}=0, \ldots, x_{j}=0, x_{k}=1\right) \\
\vdots \\
f\left(x_{i}=1, \ldots, x_{j}=1, x_{k}=1\right)
\end{array}\right. \| .
\end{aligned}
$$
\]

The way of transition from one polarized polynomial form to another is given.

The results of M . Cohn [12, 22] on further generalizations of polarized poynomial forms, so called nonpolarized polynomial forms, are quoted and the minimization problem of polarized and nonpolarized polynomial form is mentioned.

At the end of the Chapter the way of deriving arithmetical representations of switching functions (see [10]) is shown.
1.3. Representations of $p$-valued functions over the field of integers modulo $p$ are considered in Chapter 3.

The expansion theorem by means of the characteristic functions is given and one of its generalizations is proved. Analytical representations are considered by means of the spq polynomial form in which the characteristic functions are used.

Representations of the $p$-valued functions by polynomials modulo $p$ are considered in the second part of the Chapter according to $[12,19,24]$ and then their generalization as well, which has two matrix forms. The relation between polynomials and generalized polynomials modulo $p$ is shown.
1.4. Chapter 4 deals with the representations of $m$-valued functions over $J_{m}$, the ring of integers modulo $m$.

For $m$-valued functions of one variable, representations of the following form are investigated

$$
\begin{equation*}
f(x)=\sum_{r=0}^{m-1} a_{r} h_{r}(x) \quad\left(a_{r} \in J_{m}\right) \tag{1.4.1}
\end{equation*}
$$

where $h_{r}(x)(r=0, \ldots, m-1)$ is the system of unary $m$-valued functions which is characterized by the matrix

$$
L=\left\|\begin{array}{llll}
h_{0}(0) & h_{1}(0) & \cdots & h_{m_{-1}}(0) \\
h_{0}(1) & h_{1}(1) & & h_{m_{-1}(1)} \\
\vdots & & & \\
h_{0}(m-1) & h_{1}(m-1) & & h_{m_{-1}(m-1)}
\end{array}\right\| .
$$

It is proved that the unique representation of the form (1.4.1) exists if and only if

$$
\begin{equation*}
(\operatorname{det} L, m)=1 \text {, } \tag{1.4.2}
\end{equation*}
$$

where $(a, b)$ denote the greatest common divisor of the numbers a and $b$.
The expansion theorem of $m$-valued functions of $n$ variables by means of $h_{r}\left(x_{i}\right)(r=0, \ldots, m-1)$ functions depending on $x_{i}$ is derived, and the representation

$$
\begin{equation*}
f(X)=\left(H_{1} \times \cdots \times H_{n}\right)\left(W_{1} \times \cdots \times W_{n}\right) F_{1} \ldots n \tag{1.4.3}
\end{equation*}
$$

is proved, where $H_{i}=\left\|h_{0}\left(x_{i}\right) \ldots h_{m-1}\left(x_{i}\right)\right\|, W_{1}=\cdots=W_{n}=L^{-1}$ and

$$
F_{1} \ldots n=\left\|\begin{array}{l}
f(0, \ldots, 0,0) \\
f(0, \ldots, 0,1) \\
\vdots \\
f(m-1, \ldots, m-1)
\end{array}\right\|
$$

Representations of $m$-valued functions of the (1.4.3) form are called polynomial forms.

In the case when matrix $L$ satisfies (1.4.2) condition for $m$.valued functions of one variable, (1.4.1) representation generalization of the following form is being proved,

$$
\begin{equation*}
f(x)=\sum_{r=0}^{m=1} a_{r} x_{r}(x \oplus q) \quad\left(q \in J_{m}\right) \tag{1.4.4}
\end{equation*}
$$

The relation between representations (1.4.1) and (1.4.4) is shown and then the generalized expansion theorem is derived by means of which the following representations of $m$-valued functions of $n$ variables are proved

$$
\begin{align*}
& f(X)=\left(H_{1}^{*} \times \cdots \times H_{n}^{*}\right)\left(W_{1}^{*} \times \cdots \times W_{n}^{*}\right) F_{1} \cdots n  \tag{1.4.5}\\
& f(X)=\left(H_{1}^{*} \times \cdots \times H_{n}^{*}\right)\left(W_{1} \times \cdots \times W_{n}\right) F_{1}^{*} \ldots n
\end{align*}
$$

where $H_{i}^{*}=\left\|h_{0}\left(x_{i}+q_{i}\right) \ldots h_{m-1}\left(x_{i}+q_{i}\right)\right\|$.
Matrices $W_{i}^{*}(i=1, \ldots, n)$ in (1.4.5) and (1.4.6) are derived by a cyclic shift of $W$ matrix columns for $q_{i}$ places to the left and the vector $F_{1 \ldots n}^{*}$ is derived by a cyclic shift of the coordinates of $F_{1} \ldots$, for $q$ places downwards, where $q=q_{1} m^{n-1}+q_{2} m^{n-2}+\cdots+q_{n}$ (real arithmetic).

Representations (1.4.5) and (1.4.6) are called generalized polynomial forms.

The second part of Chapter 4 deals with the $m$-valued functions of one variable which may be represented by means of polynomials modulo $m$. The analogy is then pointed out which exists between the representations of $m$-valued functions by means of polynomial forms and polynomials modulo $p$ with Fourier transformations as well as the analogy with expansions by orthogonal functions. At the end, it is proved that the polynomial forms considered may also be derived in whatever commutative ring with a unity. It is a con-
dition there that the determinant of matrix $L$ be an element of the ring which is invertible with respect to the multiplication operation in the ring.
1.5. In Chapter 5 some unsolved problems are pointed out as well as possible further uses of polynomial forms.
1.6. References quoted in Chapter 6 cover the literature used during the work on this thesis.
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## 2. POLYNOMIAL REPRESENTATIONS OF SWITCHING FUNCTIONS

### 2.1. Boolean difference

Let us denote the field of integers modulo 2 by $J_{2}$. Functions defined over $J_{2}$ taking values from $J_{2}$ will be called switching functions.

Addition over $J_{2}$ will be denoted by $\oplus$ and multiplication by $\cdot$ or by juxtaposition of factors.

The switching function or (disjunction) will be denoted $\vee$, while $x \vee y=$ $=x \oplus y \oplus x y$. The unary switching function of complementation will be denoted by either $1 \oplus x$ or $x^{\prime}$.

Addition and subtraction over the field of real numbers will be as usually denoted by + and - , respectively.

Let a switching function $f(X)=f\left(x_{1}, \ldots, x_{n}\right)$ be given. The Boolean difference of $f(X)$ with respect to the variable $x_{i}(i \in\{1, \ldots, n\})$ is defined by the expression

$$
\begin{equation*}
D_{i} f(X)=f\left(x_{i}=0\right) \oplus f\left(x_{i}=1\right) \tag{2.1.1}
\end{equation*}
$$

where $f\left(x_{i}=c\right)=f\left(x_{1}, \ldots, x_{i-1}, c, x_{i+1} \ldots, x_{n}\right)$.
The Boolean difference has ben introduced by S. B. Akers [1] who has considered in detail the characteristics and applications of this operator. A few years later, independently of S. B. Akers, the same operator was introduced by R. D. Bochmann [2].
S. B. Akers proved that, equivalently to (2.1.1), the Boolean difference may also be defined as follows

$$
\begin{equation*}
D_{i} f(X)=f\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right) \oplus f\left(x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{n}\right) \tag{2.1:2}
\end{equation*}
$$

The Boolean difference defined that way had been used before S. B. Akers by I. S. Reed [3] in reference with the error correcting codes.

The Boolean difference of higher degree is inductively defined as follows

$$
\begin{equation*}
D_{i \ldots j k} f(X)=D_{k}\left[D_{i \ldots j} f(X)\right] . \tag{2.1.3}
\end{equation*}
$$

Let us mention that, in reference with some technical applications, another definition of Boolean difference of higher degree is considered $[4,5,6]$,

$$
D_{1}^{*} \ldots k, f(X)=f\left(x_{1}, \ldots, x_{k}, x_{k+1}, \ldots, x_{n}\right) \oplus f\left(x_{1}^{\prime}, \ldots, x_{k}^{\prime}, x_{k+1}, \ldots, x_{n}\right)
$$

This operator will not be considered further.
Some characteristics of the Boolean difference will be mentioned without proofs. Proofs can be found in references [1, 2, 4, 5].

$$
\begin{aligned}
D_{i} C & =0(C \text { constant }), D_{i} f^{\prime}(X)=D_{i} f(X), \\
D_{i j} f(X) & =D_{j i} f(X), D_{i i} f(X)=0, \\
D_{i}[f(X) \oplus g(X)] & =D_{i} f(X) \oplus D_{i} g(X) \\
D_{i}[f(X) g(X)] & =f(X) D_{i} g(X) \oplus g(X) D_{i} f(X) \oplus D_{i} f(X) D_{i} g(X), \\
D_{i}[f(X) \vee g(X)] & =f^{\prime}(X) D_{i} g(X) \oplus g^{\prime}(X) D_{i} f(X) \oplus D_{i} f(X) D_{i} g(X), \\
D_{i} f[g(X)] & =D_{g} f(g) D_{i} g(X),
\end{aligned}
$$

where $D_{g} f(g)$ is the Boolean difference of the function $f(g)$ with respect to the variable $g$.

Some works in which operators equivalent to the Boolean difference are ntroduced and used can also be found in literature.

In reference with the synthesis of the majority switching functions by means of be cascade method, the Boolean difference is introduced in [8], which is equivalent to the expression (2.1.1) and is used for determination of the sequence of the variables by means of which the expansion is being performed.

An operator equivalent to the Boolean difference defined by expression (2.1.2) is introduced into the works $[4,5,9]$ and is used for diagnosis of the switching circuits.

If a switching function is interpolated by a polynomial whose variables take their values from the set $\{0,1\}$, that polynomial will be called the arithmetical representation of the given switching function. In this case the Boolean difference can be introduced in the following way as well

$$
\begin{equation*}
D_{i} f(X)=f\left(x_{i}=1\right)-f\left(x_{i}=0\right) . \tag{2.1.5}
\end{equation*}
$$

The expression is derived from the well known general definition of the finite difference.

For the sake of analysis of the switching functions behaviour when the variable $x_{i}$ changes, R. D. Bochmann [2, 6] introduced into consideration the so salled directed Boolean differences.

Let a switching function of $n$ variables $f(X)=f\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right)$ be given.

The switching function which equals 1 if and only if with the change of the variable $x_{i}$ from 0 to $1, f(X)$ also changes from 0 to 1 , is called the Boolean difference in the forward direction with respect to the variable $x_{i}$, and is defined by the expression

$$
\begin{equation*}
D_{i}^{d} f(X)=f^{\prime}\left(x_{i}=0\right) f\left(x_{i}=1\right) \tag{2.1.6}
\end{equation*}
$$

The switching function which equals 1 if and only if with the change of the variable $x_{i}$ from 0 to $1, f(X)$ changes from 1 to 0 , is called the Boolean difference in the opposite direction with respect to the variable $x_{i}$, and is defined by the expression

$$
\begin{equation*}
D_{i}^{s} f(X)=f\left(x_{i}=0\right) f^{\prime}\left(x_{i}=1\right) . \tag{2.1.7}
\end{equation*}
$$

The following relations between the Boolean difference and the directed Boolean differences hold (see [2])

$$
\begin{aligned}
& D_{i} f(X)=D_{i}^{d} f(X) \oplus D_{i}^{s} f(X)=D_{i}^{d} f(X) \vee D_{i}^{s} f(X), \\
& D_{i}^{d} f(X)=f\left(x_{i}=1\right) D_{i} f(X), \quad D_{i}^{s} f(X)=f\left(x_{i}=0\right) D_{i} f(X) .
\end{aligned}
$$

### 2.2. Expansion theorem

Any swiching function can be represented in the following way (see [1])

$$
\begin{equation*}
f(X)=x_{i}^{\prime} f\left(x_{i}=0\right) \oplus x_{i} f\left(x_{i}=1\right) . \tag{2.2.1}
\end{equation*}
$$

The representation (2.2.1) is called the expansion theorem of the function $f(X)$ with respect to the variable $x_{i}$. It is proved by replacing for $x_{i}$ values of 0 and 1 .

The expansion theorem is analogous to the corresponding theorem of C. E. Shannon [11].

1. S. Reed in [3] proved that the set of all switching functions of $n$ variables form $2^{n}$-dimensional vector space over the field $J_{2}$. Such a consideration of the set of the switching functions will further be used very often for their representations. Matrices and vectors over $J_{2}$ will be denoted by Latin capitals. All the operations with the matrices over $J_{2}$ are analogous to the corresponding operations over the field of real numbers.

The expression for the expansion theorem (2.2.1) in the matrix form is as follows

$$
f(X)=\left\|x_{i}^{\prime} \quad x_{i}\right\|\left\|\begin{array}{ll}
1 & 0  \tag{2.2.2}\\
0 & 1
\end{array}\right\|\left\|\begin{array}{l}
f\left(x_{i}=0\right) \\
f\left(x_{i}=1\right)
\end{array}\right\| .
$$

If replacing of $x_{i}^{\prime}=1 \oplus x_{i}$ and $x_{i}=1 \oplus x_{i}^{\prime}$, reprectively, is performed in (2.2.1), two forms of the expansion theorem will be derived (see [12, 13])

$$
\begin{equation*}
f(X)=f\left(x_{i}=q_{i}\right) \oplus\left(x_{i} \oplus q_{i}\right) D_{i} f(X) \quad\left(q_{i}=0,1\right) \tag{2.2.3}
\end{equation*}
$$

The corresponding matrix expression for (2.2.3) will be (see [15])

In transition ,from (2.2.3) to (2.2.4) the equation $f\left(x_{i}=q_{i}\right)=q_{i}^{\prime} f\left(x_{i}=0 \oplus\right.$ $\oplus q_{i} f\left(x_{i}=1\right)$ is used which is derived from (2.2.1).

Using all these tree forms of the expansion theorem, synthesis of the switching functions by means of so called cascade method of G. N. Povarov [14] may be carried out with the elements which realize the sum and product functions modulo 2 [13].

Let the function $f[g(X)]$ be a composition function. Using (2.2.3) the expansion of $f(g)$ by $g$ and then of $g(X)$ by $x$ is done by

$$
\begin{align*}
f[g(X)] & =f(g=q) \oplus\left[g\left(x_{i}=q_{i}\right) \oplus\left(x_{i} \oplus q_{i}\right) D_{i} g(X) \oplus q\right] D_{g} f(g)  \tag{2.2.5}\\
& =f(g=0) \oplus g\left(x_{i}=q_{i}\right) D_{g} f(g) \oplus\left(x_{i} \oplus q_{i}\right) D_{i} f[g(X)] .
\end{align*}
$$

The expression (2.2.5) represents the expansion theorem of the composition function.

### 2.3. Basic polynomial representations

Representations of the switching functions over the field $J_{2}$, using, besides the field operations and constants 0,1 , the unary operation of complementation as well, will be called polynomial forms. A particular case of the polynomial forms are representations by the polynomials modulo 2.

Let $0 \leqq j \leqq 2^{n}-1$ and

$$
\begin{equation*}
j=j_{n} 2^{n-1}+j_{n-1} 2^{n-2}+\cdots+j_{2} 2+j_{1} \tag{2.3.1}
\end{equation*}
$$

be the representation of the number $j$ over the dyadic number system.
Let us put the following functions into the ond-to-one correspodence to $j$

$$
\begin{gather*}
r_{j}(X)=\prod_{j_{i=1}} x_{i}, \quad r_{j}^{*}(X)=\prod_{i=1}\left(x_{i} \oplus q_{i}\right) \quad\left(q_{i} \in J_{2}\right)  \tag{2.3.3}\\
r_{0}(X)=r_{0}^{*}(X)=1
\end{gather*}
$$

$$
c(j)=c\left(j_{1}\right) \ldots \dot{c}\left(j_{n}\right), \quad c\left(j_{l}\right)= \begin{cases}i, & j_{i}=1  \tag{2.3.4}\\ \emptyset, & j_{i}=0\end{cases}
$$

where $\varnothing$ denotes the empty set.
Using the definitions introduced above, the expansion theorem (2.2.3) can be represented in the following form

$$
\begin{align*}
f(X) & =D_{\varnothing} f\left(x_{i}=q_{i}\right) \oplus\left(x_{i} \oplus q_{i}\right) D_{i} f\left(x_{i}=q_{i}\right)  \tag{2.3.5}\\
& =r_{0}^{*}(X) D_{c(0)} f\left(x_{i}=q_{i}\right) \oplus r_{2 i}^{*}(X) D_{c(2 i)} f\left(x_{i}=q_{i}\right),
\end{align*}
$$

where $D_{\varnothing} f(X)=f(X)$.
As $x_{i}$ is a dummy variable (see [1]) for the Boolean difference $D_{i} f(X)$ the equation $D_{i} f(X)=D_{i} f\left(x_{i}=q_{i}\right)$ has been used.

Every switchịng function may be represented in the following form (see $[1,12]$ )

$$
\begin{equation*}
f(X)=0_{j=0}^{2^{n-1}} p_{j}(X) f(j), \tag{2.3.6}
\end{equation*}
$$

where $f(j)=f\left(j_{i}, \ldots, j_{n}\right)$ and $\circ \Sigma$ denotes addition modulo 2 .
The representation (2.3.6) will be called the full polynomial normal form. It is analogous to the full disjunctive normal form.

By mathematical induction it is proved that every switching function has the following representation (see $[\mathbf{1 , 2 ]}$ )

$$
\begin{equation*}
f(X)={ }_{j=0}^{2 n-1} r_{j}^{*}(X) D_{c(j)} f\left(q_{1}, \ldots, q_{n}\right) \quad\left(q_{i} \in J_{2}\right) . \tag{2.3.7}
\end{equation*}
$$

This representation is derived by the application of the expansion theorem (2.3.5).

The representation of the form (2.3.7) will be called the polarized polynomial form. As the values of $q_{i}(i=1, \ldots, n)$ can be taken optionally there are $2^{n}$ polarized polynomial forms for every switching function of $n$ variables. Their characteristic is that the same variable within them can only be either complemented or uncomplemented.

The polynomial forms (2.3.7) are analogous to the expansion of analytical functions into the Taylor series and that is why S. B. Akers has used in [1] the term ,series expansion" for them.

As a particular case of the representations (2.3.7) polynomials modulo 2 are obtained if $q_{i}=0(i=1, \ldots, n)$ is put,

$$
\begin{equation*}
f(X)=\stackrel{{ }^{n}-1}{\sum_{j=0}} r_{j}(X) D_{c(j)} f(0, \ldots, 0) . \tag{2.3.8}
\end{equation*}
$$

The possibility of using polynomials modulo 2 for representation of switching functions was proved in 1927 by I. I. Žegalkin [16]. The representation (2.3.8) has been proved by I. S. Reed [3] and D. E. Muller [28].

The above considered representations may be very suitably expressed by matrices [12]. The expression (2.2.4) can be written in the following may

$$
\begin{equation*}
f(X)=X_{i} W_{i} F_{i} . \tag{2.3.9}
\end{equation*}
$$

Theorem 2.1. Every switching function of $n$ variables is representable in the form

$$
\begin{equation*}
f(X)=\left(X_{1} \times \cdots \times X_{n}\right)\left(W_{1} \times \cdots \times W_{n}\right) F_{1} \cdots n . \tag{2.3.10}
\end{equation*}
$$

Proof. The proof is by induction on $n$. For $n=1$ (2.3.10) holds good by (2.3.9). Let us assume that the Theorem 2.1 holds for $n-1$ and let us prove that it holds for $n$ too.

By the expansion of the function $f(X)$ with respect to the variable $x_{n}$ on the basis of (2.3.9) we have

$$
\begin{equation*}
f(X)=X_{n} W_{n} F_{n} . \tag{2.3.11}
\end{equation*}
$$

For the induction step the switching functions $f\left(x_{n}=0\right)$ and $f(x=1)$ in $F_{n}$ can be written in the following way

$$
\begin{equation*}
f\left(x_{n}=0\right)=Y W F^{0}, \quad f\left(x_{n}=1\right)=Y W F^{1} ; \tag{2.3.12}
\end{equation*}
$$

where $Y=X_{1} \times \cdots \times X_{n-1}, W=W_{1} \times \cdots \times W_{n-1}$, and $F^{0}$ and $F^{1}$ are vectors, derived from the vector $F_{1} \cdots{ }_{n-1}$ by replacing in all its elements the variable $x_{n}$ by values 0 and 1 , respectively.

Replacing (2.3.12) into (2.3.11) we have

$$
\begin{aligned}
& f(X)=\left\|1 \quad x_{n} \oplus q_{n}\right\|\left\|\begin{array}{cc}
q_{n}^{\prime} & q_{n} \\
1 & 1
\end{array}\right\|\left\|\begin{array}{l}
Y W F^{0} \\
Y W F^{\mathbf{1}}
\end{array}\right\| \\
& =\left\|Y \begin{array}{ll}
Y & Y \cdot\left(x_{n} \oplus q_{n}\right) \|
\end{array}\right\| \begin{array}{cc}
q_{n}^{\prime} W & q_{n} W \\
W & W
\end{array}\| \| \begin{array}{l}
F^{0} \\
F^{1}
\end{array} \|, \\
& =\left(X_{1} \times \cdots \times X_{n}\right)\left(W_{1} \times \cdots \times W_{n}\right) F_{1 \cdots n},
\end{aligned}
$$

hence Theorem 2.1 is proved.
The representation (2.3.10) is a matrix form for the polarized polynomial forms and is identical to (2.3.7).

The matrix form for the polynomials modulo 2 is derived as a particular case of (2.3.10) if $q_{i}=0$ is put for all $i=1, \ldots, n$. Then $W_{1}=\cdots=W_{n}$. Such mode of representation has ben considered by many authors [12, 18, 19, 20] and it should be particularly pointed out that the matrix $W_{1} \times \cdots \times W_{n}$ can be derived from the matrix of binomial coefficients modulo 2 (see [19, 20]).

### 2.4. Generalized polynomial forms

As it is said in the preceding text, the characteristic of the polarized polynomial forms is that the same variable in all their elements may be either complemented or uncomplemented. However, M. Cohn has proved in [12, 22] that there are more general polynomial forms by means of which swiching functions can be represented.

If the set of all switching functions of $n$ variables is considered as a $2^{n}$-dimensional vestor space over $J_{2}$ then bases of the vector space consist of the following vector systems in the representations (2.3.6) and (2.3.7), respectively

$$
\begin{array}{cl}
\dot{p_{j}}(X) & \left(j=0, \ldots, 2^{n}-1\right), \\
r_{j}^{*}(X) & \left(j=0, \ldots, 2^{n}-1\right) . \tag{2.4.2}
\end{array}
$$

The basis (2.4.1) is orthogonal. There are $2^{n}$ bases of the form (2.4.2) in all and they consist of vectors

$$
\begin{equation*}
1, x_{1}^{*}, x_{2}^{*}, x_{1}^{*} x_{2}^{*}, \ldots, x_{1}^{*} x_{2}^{*} \cdots x_{n}^{*} \tag{2.4.3}
\end{equation*}
$$

were for all i $(i=1, \ldots, n) x_{i}^{*}=x_{i}$ or $x_{i}^{*}=x_{i}^{\prime}$.
For deriving polynomials modulo 2 , the basis consists of the vectors

$$
\begin{equation*}
1, x_{1}, x_{2}, x_{1} x_{2}, \ldots, x_{1} x_{2} \cdots x_{n} \tag{2.4.4}
\end{equation*}
$$

All basis vectors of the system (2.4.3) may be derived from the vector system (2.2.4) if a certain number of variables are complemented in all vectors.

The matrix composed of the coordinates of the vector system (2.4.3) may be represented as the Kronecker product of matrices of order two which can be seen from (2.3.10).
M. Cohn has shown that if variables are complemented optionally in each of the vectors of the system (2.4.4), a new basis will be derived. Switching functions representations by means of that new basis represent generalisaiion of the polarized polynomial forms and they will be called nonpolarized polynomial forms.

The matrix composed of the coordinates of the basis vectors of the nonpolarized polynomial forms can no more be represented as the Kronecker product of the matrices of the order two (see [12]).

Total number of the nonpolarized polynomial forms for the switching functions of $n$ variables equals $2^{K}$ [22], where $K=2^{n 2^{n-1}}$. However, there are only $2^{n}$ bases among them which are polarized polynomial forms.

The problem of obtaining the minimum number of realizations is true for the polynomial forms as well. Althoungh there are a lot of works dealing with the minimization of the polynomial forms so far there is no a method which could find wide application in practice. Besides the generalization of the well known classical minimization methods, specific ones are being developed for minimization of the polynomial forms dealing with the characteristics of the considered set of functions (see works $[7,12,13,23-31]$ on the minimization of polynomial forms).

### 2.5. Arithmetical representations

For the sake of the switching functions representation any of the interpolation methods (see [32]) may also be used, the values of the variables being taken from the set $\{0,1\}$.

A more general approach to the switching functions representation by means of the arithmetical operations will be considered here [10]. These representations will be called arihmetical representations in order to distinguish them from the representations over $J_{2}$.

It should be mentioned first that the unary switching function complement has the following arithmetical representation: $x^{\prime}=1-x$.

Let us consider under which conditions each switching function of one variable has representation of the form

$$
\begin{equation*}
f(x)=a_{0} h_{0}(x)+a_{1} h_{1}(x), \tag{2.5.1}
\end{equation*}
$$

where $x \in\{0,1\}, a_{0}$ and $a_{1}$ are integer coefficients while $h_{0}(x)$ and $h_{1}(x)$ are the switching functions of one variable.

Replacing the values $x=0$ and $x=1$ into (2.5.1) the following system of equations is derived

$$
\begin{equation*}
f(k)=a_{0} h_{0}(k)+a_{1} h_{1}(k) \quad(k=0,1) . \tag{2.5.2}
\end{equation*}
$$

In order that an integer solution should exist for $a_{0}$ and $a_{1}$, it is necessary and sufficient that the determinant of the system (2.5.2) has the value +1 or -1 . Since there are only four switching functions of one variable, investigating all the possible cases it is easily determined that the system (2.5.2) is satisfied by the following three sets (solutions obtained by a mere replacing of indexes are considered as one) and the same:

$$
h_{0}(x)=x^{\prime}, \quad h_{1}(x)=x ;
$$

2) 

$$
h_{0}(x)=1, \quad h_{1}(x)=x ;
$$

3) 

$$
h_{0}(x)=x^{\prime}, \quad h_{1}(x)=1 .
$$

For these three systems of functions each switching function of $n$ variables will have the following three expansions

$$
\begin{align*}
f(X) & =x_{i}^{\prime} f\left(x_{i}=0\right)+x_{i} f\left(x_{i}=1\right)  \tag{2.5.3}\\
& =f\left(x_{i}=0\right)+x_{i} D_{i} f(X) \\
& =f\left(x_{i}=1\right)-x_{i}^{\prime} D_{i} f(X),
\end{align*}
$$

where $D_{i} f(X)$ is defined by (2.2.5).
Let us denote

$$
\begin{aligned}
& H_{i}^{1}=\left\|x_{i}^{\prime} \quad x_{i}\right\|, \quad H_{i}^{2}=\left\|1 \quad x_{i}\right\|, \quad H_{i}^{3}=\left\|x_{i}^{\prime} \quad 1\right\|, \\
& R_{i}^{1}=\left\|\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right\|, \quad R_{i}^{2}=\left\|\begin{array}{rr}
1 & 0 \\
-1 & 1
\end{array}\right\|, \quad R_{i}^{3}=\left\|\begin{array}{rr}
1 & -1 \\
0 & 1
\end{array}\right\|,
\end{aligned}
$$

The matrix form of the expansion (2.5.3) will be as follows

$$
f(X)=H_{i}^{u} R_{i}^{u} F_{i} \quad(u=1,2,3) .
$$

In the same way as with the Theorem 2.1, it may be proved that each switching function of $n$ variables has the following representation

$$
\begin{equation*}
f(X)=\left(H_{1}^{u_{1}} \times \cdots \times H_{n}^{u_{n}}\right)\left(R_{1}^{u_{1}} \times \cdots \times R_{n}^{u_{n}}\right) F_{1} \ldots n \quad\left(u_{i} \in\{1,2,3\}\right) . \tag{2.5.2}
\end{equation*}
$$

Arithmetical representations are used in $0-1$ integer linear programming [33, 34]. In addition, transition from arithmetical representations to polynomial forms is being done by replacing the coefficients $a_{;}\left(j=0, \ldots, 2^{n}-1\right)$ by their values modulo 2 .

## 3. REPRESENTATIONS OVER THE FIELD OF INTEGERS mod $p$

### 3.1. Notations and introductory notes

Let $J_{p}$ denote the field of integers $\bmod p, p$ a prime. Functions defined over $J_{p}$ with the values from $J_{p}$ will be called $p$-valued functions. Besides this term, terms $p$-valued switching functions or $p$-valued logical functions may be found in literature.

Addition over the field $J_{p}$ will be denoted by + and multiplication by - or by juxtaposition of factors. The inverse element to the element $t \in J_{p}$ with respect to the operation + will be denoted $-t$.

The term polynomials modulo $p$ will be used in the usual sense. These polynomials will be considered below and used for representation of $p$-valued functions. In comparison to the representations by means of other complete sets of $p$-valued functions, polynomials modulo $p$ have some advantages which are as follows:

- similarity to the ordinary algebra which facilitates work on synthesis and simplification of the circuics (see $[35,36]$ ),
- in comparison to other complete sets, the set considered provides more economical realizations (see [35]).

Except for the representation of $p$-valued functions, polynomials modulo $p$ are used in the theory of error correcting codes (see [37, 40]), theory of linear sequential switching circuits (see [39, 40]), etc. By means of polynomials over the field $G F\left(2^{n}\right)$ a number of digital proccesses such as the identification of twotone patterns, the decoding of binary block codes, the addressing of "files" in the memory of a computer, etc. may be described (see [41, 42]).

## 3.2. spg polynomial forms

The functions of the forms to follow will be called the characteristic $p$-valued functions of one variable

$$
g_{r}(x)=\left\{\begin{array}{l}
1, x=r  \tag{3.2.1}\\
0, x \neq r
\end{array} \quad(r=0, \ldots, p-1)\right.
$$

The following theorem will be proved.
Theorem 3.1. All characteristic functions of one variable can be expressed by means of the given characteristic function $g_{t}(x)\left(t \in J_{p}\right)$ in the following way

$$
\begin{equation*}
g_{r}(x)=g_{t}(x+t-r) \quad(r=0, \ldots, p-1) . \tag{3.2.2}
\end{equation*}
$$

Proof. For $x=r$ we have $g_{r}(r)=g_{t}(r+t-r)=g_{t}(t)=1$. For $x=r_{1} \neq r$ we have $r_{1}+t-r \neq t$, and then $g_{r}(r)=g_{t}\left(r_{1}+t-r\right)=0$. Thus Theorem 3.1 has been proved.

The characteristic functions (3.2.1) have the following polynomial representation (see [36])

$$
\begin{equation*}
g_{0}(x)=(p-1) x^{p-1}+1, \quad g_{r}(x)=(p-1) \sum_{k=0}^{p-2} r^{k} x^{p-1-k} \quad(r=1, \ldots, p-1) \tag{3.2.3}
\end{equation*}
$$

or in a general form (see [19])

$$
\begin{equation*}
g_{r}(x)=1+(p-1) \sum_{k=0}^{p-1} r^{k} x^{p-1-k} \quad(r=0, \ldots, p-1) \tag{3.2.4}
\end{equation*}
$$

Theorem 4.2. (M. J. Gazale [19], D. A. Pospelov [7]). Any p-valued function of $n$ variables has a representation of the form

$$
\begin{equation*}
f(X)=\sum_{r=0}^{p-1} f\left(x_{i}=r\right) g_{r}\left(x_{i}\right) \tag{3.2.5}
\end{equation*}
$$

The expression (3.2.5) will be called the expansion theorem of the $p$-valued functions for the characteristic functions of the variable $x_{i}$.

As a generalization of theorem 3.2, the following theorem will be proved.
Theorem 3.3. Every p-valued function of $n$ variables has a representation of the form

$$
\begin{equation*}
f(X)=\sum_{r=0}^{p-1} f\left(x_{i}=r-q\right) g_{r}\left(x_{i}+q\right) \quad\left(q \in J_{p}\right) \tag{3.2.6}
\end{equation*}
$$

Proof. For every value of $x_{i}=t\left(t \in J_{p}\right)$ on the right-hand side of the equation (3.2.6) only one characteristic function will get the value 1. That will be for $r=t+q$ and then (3.2.6) yields $f\left(x_{i}=t\right)=f\left(x_{i}=t+q-q\right) g_{r}(r)=$ $=f\left(x_{i}=t\right)$, hence Theorem 3.3 is proved.

Representation (3.2.6) will be called the generalized expansion theorem for the characteristic functions of the variable $x_{i}$.

Let $0 \leqq r \leqq p^{n}-1$ and let

$$
\begin{equation*}
r=r_{1} p^{n-1}+r_{2} p^{n-2}+\cdots+r_{n} \tag{3.2.7}
\end{equation*}
$$

be the representation of the number $r$ over the $p$-adic number system (real arithmetic).

The characteristic functions of the $p$-valued functions of $n$ variables are defined in the following may

$$
g_{r}\left(x_{1}, \ldots, x_{n}\right)=\left\{\begin{array}{l}
1,\left(x_{1}, \ldots, x_{n}\right)=\left(r_{1}, \ldots, r_{n}\right),  \tag{3.2.8}\\
0,\left(x_{1}, \ldots, x_{n}\right) \neq\left(r_{1}, \ldots, r_{n}\right),
\end{array}\right.
$$

where the relation

$$
\begin{equation*}
g_{r}\left(x_{1}, \ldots, x_{n}\right)=g_{r_{1}}\left(x_{1}\right) \cdots g_{r_{n}}\left(x_{n}\right) \tag{3.2.9}
\end{equation*}
$$

holds (see [7, 19, 36]).
Theorem 3.5. (see [19]). Every p-valued function of $n$ variacles has the representation of the form

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}\right)=\sum_{r=0}^{p-1} f\left(r_{1}, \ldots, r_{n}\right) g_{r_{1}}\left(x_{1}\right) \cdots g_{r_{n}}\left(x_{n}\right) \tag{3.2.10}
\end{equation*}
$$

Representation (3.2.10) will be called the spg polynomial form. A generalization of the preceding theorem is provided by the following theorem.

Theorem 3.5. Every switching p-valued function of $n$ variables has a representation of the form

$$
\begin{array}{r}
f\left(x_{1}, \ldots, x_{n}\right)=\sum_{r=0}^{p^{n}-1} f\left(r_{1}-q_{1}, \ldots, r_{n}-q_{n}\right) g_{r_{1}}\left(x_{1}+q_{1}\right) \cdots g_{r_{n}}\left(x_{n}+q_{n}\right)  \tag{3.2.11}\\
\left(q_{i} \in J_{p}\right)
\end{array}
$$

Proof. The proof is by mathematical induction on $n$. For $n=1$ the theorem holds by (3.2.6). Assume that the theorem holds for $n-1$, and let us prove that the theorem will also hold for $n$.

According to the inductive assumption it is true that

$$
f(X)=\sum_{r=0}^{p n-1-1} f\left(r_{1}-q_{1}, \ldots, r_{n-1}-q_{n-1}, x_{n}\right) g_{r_{1}}\left(x_{1}+q_{1}\right) \cdots g_{r_{n}}\left(x_{n-1}+q_{n-1}\right) .
$$

By the application of (3.2.6) we have now

$$
\begin{aligned}
f(X)= & \sum_{r=0}^{p^{n-1}-1} g_{r_{1}}\left(x_{1}+q_{1}\right) \cdots g_{r_{n}}\left(x_{n-1}+q_{n-1}\right) \\
& \times \sum_{r_{n}=0}^{p-1} f\left(r_{1}-q_{1}, \ldots, r_{n}-q_{n}\right) \cdot g_{r_{n}}\left(x_{n}+q_{n}\right) \\
= & \sum_{r=0}^{p^{n-1}} f\left(r_{1}-q_{1}, \ldots, r_{n}-q_{n}\right) g_{r_{1}}\left(x_{1}+q_{1}\right) \cdots g_{r_{n}}\left(x_{n}+q_{n}\right),
\end{aligned}
$$

which completes the proof.
The representation (3.2.11) will be called spg generalized polynomial form.
Put $G_{i}=\left\|g_{0}\left(x_{i}\right) \ldots g_{p-1}\left(x_{i}\right)\right\|, G_{i}^{*}=\left\|g_{0}\left(x_{i}+q_{i}\right) \ldots g_{p-1}\left(x_{i}+q_{i}\right)\right\|$,

$$
F_{i \ldots j k}=\left\|\begin{array}{l}
f\left(x_{i}=0, \ldots, x_{j}=0, x_{k}=0\right) \\
f\left(x_{i}=0, \ldots, x_{j}=0, x_{k}=1\right) \\
\vdots \\
f\left(x_{i}=p-1, \ldots, x_{k}=p-1\right)
\end{array}\right\| .
$$

Let $q=q_{1} p^{n-1}+q_{2} p^{n-2}+\cdots+q_{n}$ (real arithmetic) be the number which is put into the one-to-one correspondence to the vector $Q=\left(q_{1}, \ldots, q_{n}\right)$. If the identity matrix of order $p^{n}$ is denoted by $I$, then the expansion theorem (3.2.5) will have the following matrix form

$$
\begin{equation*}
f(X)=G_{i} I F_{i} . \tag{3.2.12}
\end{equation*}
$$

Let $I^{*}$ be the matrix which is derived by the cyclic shift of the rows of the matrix $I$ for $q$ places to left and $F_{i \cdots j k}^{*}$ the vector which is derived by the cyclic shift of the $F_{i} \cdots_{j k}$ vector coordinates for $q$ places downwards. The generalized expansion theorem (3.2.6) then has the matrix form

$$
\begin{equation*}
f(X)=G_{i}^{*} I F_{i}^{*}=G_{i}^{*} I^{*} F_{i} . \tag{3.2.13}
\end{equation*}
$$

The corresponding matrix expressions can also be written for the spg polynomial form (3.2.10) and the generalized polynomial form (3.2.11).

### 3.3. Polynomials $\bmod p$

It is known (see $[\mathbf{5 3}, \mathbf{5 4}]$ ) that every one-variable $p$-valued function may be represented by the polynomial

$$
\begin{equation*}
f(x)=\sum_{r=0}^{p-1} a_{r} x^{r}, \tag{3.3.1}
\end{equation*}
$$

where (see [19])

$$
\begin{equation*}
a_{r}=\sum_{k=0}^{p-1} f(k)\left(1-r^{p-1}-k^{p-1-r}\right) \quad(r=0 \ldots p-1) . \tag{3.3.2}
\end{equation*}
$$

Theorem 3.6. Every $p$-valued function of $n$ variables has a representation of the form

$$
\begin{equation*}
f(X)=\sum_{r=0}^{p-1} x_{i} \sum_{k=0}^{p-1} f\left(x_{i}=k\right)\left(1-r^{p-1}-k^{p-1-r}\right) . \tag{3.3.3}
\end{equation*}
$$

Proof. Let us investigate a representation of the from

$$
\begin{equation*}
f(X)=\sum_{r=0}^{p-1} x_{i}^{r} a_{r}\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right) \tag{3.3.4}
\end{equation*}
$$

Replacing for the variable $x_{i}$ the values $0, \ldots, p-1$ into (3.3.4) the following system of congruences will be obtained

$$
\begin{equation*}
f(k)=\sum_{r=0}^{p-1} k^{r} a_{r}\left(x_{1}, \ldots \quad x_{i-1}, x_{i+1}, \ldots, x_{n}\right) \quad(k=0, \ldots, p-1) . \tag{3.3.5}
\end{equation*}
$$

The matrix of this system has the from

$$
V=\left\|\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
1 & 1 & 1 & & 1 \\
1 & 2 & 2^{2} & & 2^{p-1} \\
\vdots & & & & \\
1 & p-1 & (p-1)^{2} & & (p-1)^{p-1}
\end{array}\right\|
$$

The determinant of the matrix $V$ is known as Vandermonde's determinant whose value is det $V=1!2!\cdots(p-1)$ !.

If we denote $H_{i}=\left\|\begin{array}{llll}1 & x_{i} & \ldots & x_{i}^{p-1}\left\|, F_{i}^{T}=\right\| f\left(x_{i}=0\right)\end{array} \ldots f\left(x_{i}=p-1\right)\right\|$,
$A_{i}^{T}=\left\|a_{0}\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right) \ldots a_{p-1}\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right)\right\|$
then the system (3.3.9) will have the matrix from $V A_{i}=F_{i}$ from which it follows (3.3.6)

$$
A_{i}=V^{-1} F_{i} .
$$

The matrix $V^{-1}$ has the form (see $[19,43,44,46]$ )

$$
V^{-1}=\left\|\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
0 & -1^{-1} & -2^{-1} & & -(p-1)^{-1} \\
0 & -1^{-2} & -2^{-2} & & -(p-1)^{-2} \\
\vdots & & & \\
0 & -1^{-(p-2)} & -2^{-(p-2)} & -(p-1)^{-(p-2)} \\
p-1 & -1^{-(p-1)} & -2^{-(p-1)} & -(p-1)^{-(p-1)}
\end{array}\right\| .
$$

The elements $w_{r k}\left(r_{2} k=0, \ldots, p-1\right)$ of the matrix $V^{-1}$ may be expressed in the following way (see [19])

$$
\begin{equation*}
w_{r k}=1-r^{p-1}-k^{p-1-r} \tag{3.3.7}
\end{equation*}
$$

The matrix form for (3.3.4) is $f(X)=H_{i} A_{i}$ from which replacing $A_{i}$ from (3.3.6) will be derived (3.3.3), that is, the matrix from

$$
\begin{equation*}
f(X)=H_{i} V^{-1} F_{i} . \tag{3.3.8}
\end{equation*}
$$

The representation (3.3.8) (or (3.3.3)) will be called the expansion theorem of $p$-valued functions of $n$ variables about the variable $x_{i}$.

Starting from (3.3.8) we will prove by mathematical induction the existence of the following representation (see [19, 22]).

Theorem 3.7. Every $p$-valued function of $n$ variables has a representatinn of the form

$$
\begin{equation*}
f(X)=\left(H_{1} \times \cdots \times H_{n}\right)\left(V_{1}^{-1} \times \cdots \times V_{n}^{-1}\right) F_{1 \cdots n}, \tag{3.3.9}
\end{equation*}
$$

where $V_{1}^{-1}=\cdots=V_{n}^{-1}=V^{-1}$. The left-hand Kronecker product of matrices is denoted by $\times$.

Proof. The proof is by induction on $n$. For $n=1$ the theorem holds by (3.3.8). Assume that the theorem holds for $n-1$, and let us prove that it will then also hold for $n$.

By the expansion of the function $f(X)$ about the variable $x_{n}$ from (3.3.8) we will have

$$
\begin{equation*}
f(X)=H_{n} V^{-1} F_{n} . \tag{3.3.10}
\end{equation*}
$$

All the coordinates of the vector $F_{n}$ are functions of $n-1$ variable. According to the induction assumption every of those coordinates has the representation of the form (3.3.9)

$$
\begin{equation*}
f\left(x_{i}=k\right)=Y W F_{1} \ldots n-1\left(x_{n}=k\right) \quad(k=0, \ldots, p-1), \tag{3.3.11}
\end{equation*}
$$

where $Y=H_{1} \times \cdots \times H_{n-1}, W=V_{1}^{-1} \times \cdots \times V_{n-1}^{-1}=V^{-1} \times \cdots \times V^{-1}$ and where it has been denoted by $F_{1} \ldots n-1\left(x_{n}=k\right)$ that the variable $x_{n}$ in all cooroinates of the vector $F_{1 \ldots n-1}$ should be replaced by $k$.

By the expansion of (3.3.10) and replacement of $f\left(x_{n}=k\right)$ according to (3.3.11), it follows:

$$
\begin{aligned}
& f(X)=\sum_{r=0}^{p-1} \sum_{k=0}^{p-1} x_{n}^{r} w_{r k} f\left(x_{n}=k\right)=\sum_{r=0}^{p-1} \sum_{k=0}^{p-1} x_{n}^{r} w_{r k}\left[Y W F_{1} \ldots n-1\right. \\
&=\sum_{r=0}^{p-1} \sum_{k=0}^{p-1}\left(x_{n}^{r} Y\right)\left(w_{r k} W\right) F_{1} \ldots n-1 \\
&\left(x_{n}=k\right)=\left(Y \times H_{i}\right)\left(W \times V^{-1}\right) F_{1} \ldots n
\end{aligned}
$$

and (3.3.9) follows immediately.

### 3.4. Generalized polynomials $\bmod \boldsymbol{p}$

A generalization of the following form may be considered for the polynomials (3.3.1)

$$
\begin{equation*}
f(x)=\sum_{r=0}^{p-1} a_{r}(x+q)^{r} \quad\left(q \in J_{p}\right) . \tag{3.4.1}
\end{equation*}
$$

First, the following lemma will be proved.

Let $L$ be a square nonsingular matrix of the order $p$ over $J_{p}$ and let $L^{-1}$ be its inverse matrix. The matrix which is obtained from the matrix $L$ by the cyclic shift of the rows for $q$ places upwards ( $q<p$ ) will be denoted by $L_{q}$.

Lemma. The inverse matrix $L_{q}^{-1}$ of the matrix $L_{q}$ is derived from the inverse matrix $L^{-1}$ by the cyclic shift of the columns for $q$ places to the left.

Proof. Let $P_{q}$ be the following permutation matrix of the order $p$

$$
P_{q}=\left\|\right\|
$$

It is easy to establish that the inverse matrix of $P_{q}$ will be the following permutation matrix

$$
P_{q}^{-1}=\left\|\begin{array}{ccccccc}
0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\
0 & & 0 & 0 & 1 & & 0 \\
\vdots & & & & & \\
0 & 1 & 0 & 0 & & 0
\end{array}\right\| .
$$

Cyclic shift of the rows of the matrix $M$ of order $p$ for $q$ places upwards is performed by multiplying from the left-hand side by the permutation matrix $P_{q}$. The cyclic shift of the columns of the matrix $M$ for $q$ places to the left is performed by multiplying from the righthand side by the matrix $P_{q}^{-1}$ (see [46]).

The equation $\left(L^{-1} P_{q}^{-1}\right)\left(P_{q} L\right)=I$ follows from the equation $L^{-1} L=I$, and the proof of the lemma follows immediately.

Replacing the values for $x$ in (3.3.1), the following system of congruences is oatained.

$$
\begin{equation*}
\sum_{r=0}^{p-1} a_{r}(k+q)^{r}=f(k) \quad(k=0 \ldots, p-1), \tag{3.4.2}
\end{equation*}
$$

or in the matrix form $V^{*} A=F$, where

$$
V^{*}=\left\|\begin{array}{ccccc}
1 & q & q^{2} & \cdots & q^{p-1} \\
1 & (1+q) & (1+q)^{2} & & (1+q)^{p-1} \\
\vdots & & & & \\
1 & (q-1) & (q-1)^{2} & & (q-1)^{p-1}
\end{array}\right\|
$$

It is seen that the matrix $V^{*}$ is derived from the matrix $V$ of the system (3.3.5) by the cyslic shift of the rows for $q$ places upwards.

By the proved lemma the inverse matrix of the matrix $V^{*}$ exists and is derived from the inverse matrix $V^{-1}$ by the cyclic shift of the columns for $q$ places to the left. From (3.3.7) then follows that

$$
\begin{equation*}
w_{r k}=1-r^{p-1}-(k+q)^{p-1-r} . \tag{3.4.3}
\end{equation*}
$$

If we put $\left(V^{*}\right)^{-1}=W^{*}$ then the matrix form of the representation (3.4.1) will be as follows

$$
\begin{equation*}
f(x)=H^{*} W^{*} F, \tag{3.4.4}
\end{equation*}
$$


The system (3.4.2) can be represented in other form

$$
\sum_{r=0}^{p-1} a_{r} k^{r}=f(k-q) \quad(k=0, \ldots, p-1)
$$

and its matrix form will be $V A=F^{*}$, where $F^{*}$ is derived from the vector $F$ by the cyclic shift of the coordinates for $q$ places downwards. From this one more matrix form for the representation (3.4.1) is derived

$$
\begin{equation*}
f(x)=H^{*} W F^{*} \tag{3.4.5}
\end{equation*}
$$

The representation (3.4.1) in expansion form will be written using (3.4.4) and (3.4.3)

$$
\begin{equation*}
f(x)=\sum_{r=0}^{p-1}(x+q)^{r} \sum_{k=0}^{p-1} f(k)\left[1-r^{p-1}-(k-q)^{p-1-r}\right] . \tag{3.4.6}
\end{equation*}
$$

The representation of the form (3.4.6) will be called a generalized polynomial modulo $p$.

Analogous relations hold for the generalized polynomials of $n$ variables as well as for the polynomials modulo $p$. They will be mentioned here without proofs since they are performed in the same way.

Theorem 3.8. Every $p$-valued function of $n$ variables has a representation of the form

$$
\begin{equation*}
f(X)=\sum_{r=0}^{p-1}\left(x_{i}+q_{i}\right)^{r} \sum_{k=0}^{p-1} f\left(x_{i}=k\right)\left[1-r^{p-1}-(k-q)^{p-1-r}\right] . \tag{3.4.7}
\end{equation*}
$$

The representation (3.4.7) will be called the expansion theorem of $p$-valued functions about powers $\left(x_{i}+q_{i}\right)^{r}(r=0, \ldots, p-1)$.

Theorem 3.9. Every p-valued function of $n$ variables has a representation of the form

$$
\begin{align*}
& f(X)=\left(H_{1}^{*} \times \cdots \times H_{n}^{*}\right)\left(W_{1}^{*} \times \cdots \times W_{n}^{*}\right) F_{1 \ldots n},  \tag{3.4.8}\\
& f(X)=\left(H_{1}^{*} \times \cdots \times H_{n}^{*}\right)\left(W_{1} \times \cdots \times W_{n}\right) F_{1 \ldots n}^{*}
\end{align*}
$$

Matrix forms of the generalized polynomials modulo $p$ are given by (3.4.8) and (3.4.9). These polynomials are generalizations of the polarized polynomial forms over the field $J_{2}$. Therefore they can also be called polarized polynomials mod $p$ unlike the polynomials $\bmod p$ of more general form which will be considered later.

The possibility of representing $p$-valued functinns by the generalized polynomials has been proved by M. Cohn [46] and they were called $T$-forms because they are analogous to the expansion of the polynomials into the Taylor
series. Then the representations by polynomials $\bmod p$ correspond to the expansion into the Maclaurin series. These representations are called $M$-forms by M.Cohn.

There are polynomials of more general form than the generalized (polarized') polynomials. An example of the polynomials generalization (3.3.1) is represented by the polynomials

$$
\begin{equation*}
f(x)=a_{0}+\sum_{r=1}^{P-1} a_{r} \cdot\left(x+q_{r 1}\right) \cdots\left(x+q_{r r}\right)\left(q_{r j} \in J_{p}\right) . \tag{3.4.10}
\end{equation*}
$$

Generalization for the $p$-valued functions of $n$ variables can be performed in the same way. Namely, considering the set of these functions as the $p^{n}$-dimensional vector space over the field $J_{p}$ from (3.3.9) it is seen that for polynomials the basis consists of the system of vectors

$$
\begin{equation*}
1, x_{1}, \ldots x_{1}^{p-1}, x_{2}, x_{1} x_{2}, \ldots, x_{1}^{p-1} \cdots x_{n}^{p-1} \tag{3.4.11}
\end{equation*}
$$

If the power $\left(x_{i}+q_{i}\right)^{s_{i}}\left(x_{i}+q_{i}\right)^{s_{i}-s_{i}}\left(s_{i}^{\prime}<s_{i}\right)$ is taken instead of the power $x_{i}^{s_{i}}$ in (3.4.11) a new basis is derived. This is the consequence of the theorem of M . Cohn [12] which is as follows:

Theorem 3.10. Every generalized basis is the basis of the vector space which consists of the p-valued functions of one variable.

As a generalized basis in the Theorem 3.10 the system of vectors $h_{r}(x)(r=0, \ldots, p-1)$ is considered of such a kind that each of them is represented by the polynomial $\bmod p$ of the form (3.3.1) whose power equals $r$.

## 4. REPRESENTATIONS OVER THE RING OF INTEGERS mod $m$

## 4.1. sph polynomial forms

Let $J_{m}$ be the ring of integers modulo $m$. Functions defined over $J_{m}$ by the values from $J_{m}$ will be called $m$-valued functions.

Addition over the ring $J_{m}$ will by denoted bu + and multiplication by or with juxtaposition of factors.

An inverse element to the element $t \in J_{m}$ will be denoted by $-\boldsymbol{t}$.
It is known that (see $[53,54]$ ) for the case of the ring $J_{m}$ all $m$-valued functions cannot be represented by the polynomials, for the operations + and $\cdot$ together with the constants $0, \ldots, m-1$ do not form a complete set. In this chapter it will be shown that by adding of certain numbers of unary functions to the above mentioned set of functions a complete set of functions is derived and the representations of $m$-valued functions with that complete set will be given.

All the theorems on the representations of the $p$-valued functions by means of the characteristic functions, which were proved in the preceding chapter for the field $J_{p}$, are also proved in the same way for the ring $J_{m}$. That is why all the considerations from 3.1 are completely transfered here as well, replacing $p$ by $m$. Further generalization is given below.

Let $h_{0}(x), \ldots, h_{m-1}(x)$ be a certain defined system of $m$-valued functions of one variable. Let us investigate the conditions which should be satisfied by this system so that any $m$-valued function of one variable could have the representation of the form

$$
\begin{equation*}
f(x)=\sum_{r=0}^{m-1} a_{r} h_{r}(x) \quad\left(a_{r} \in J_{m}\right) \tag{4.1.1}
\end{equation*}
$$

Put $A^{T}=\left\|a_{0}, \ldots, a_{m-1}\right\|, F^{T}=\|f(0), \ldots, f(m-1)\|, H=\left\|h_{0}(x), \ldots, h_{m-1}(x)\right\|$. Then (4.1.1) has the following matrix form

$$
\begin{equation*}
f(x)=H A . \tag{4.1.2}
\end{equation*}
$$

Replacing the values for the variable $x$ in (4.1.1), the following system of congruences is derived

$$
\begin{equation*}
\sum_{r=0}^{m-1} a_{r} h_{r}(k)=f(k) \quad(k=0, \ldots, m-1) . \tag{4.1.3}
\end{equation*}
$$

or in matrix form

$$
\begin{equation*}
L A=F, \tag{4.1.4}
\end{equation*}
$$

where $L$ is the matrix of the system, that is

$$
L=\left\|\begin{array}{llll}
h_{0}(0) & h_{1}(0) & \cdots & h_{m-1}(0) \\
h_{0}(1) & h_{1}(1) & & h_{m-1}(1) \\
\vdots & & & \\
h_{0}(m-1) & h_{1}(m-1) & & h_{m-1}(m-1)
\end{array}\right\| .
$$

The following theorem will be proved.
Theorem 4.1. Necessary and sufficient condition of the existence of the unique representation of the form (4.1.1) is

$$
\begin{equation*}
(\operatorname{det} L, m)=1 \tag{4.1.5}
\end{equation*}
$$

Proof. The system (4.1.3) may be written in the following form (see [47] $\Delta a_{r}=\Delta_{r}(r=0, \ldots, m-1)$, where $\Delta=\operatorname{det} L$ and $\Delta_{r}$ is derived replacing in the $r$-th column by the column of the function value.

In order that a unique solution for $a_{r}$ would exist it is necessary and sufficient that $(\Delta, m)=1$ (see [49]). This completes the theorem.

Represeotations of $m$-valued functions of the form (4.1.1) will be called polynomial forms mod $m$ (or in short: polynomial forms).

Polynomial forms may be considered as a generalization of polynomials which were previously considered in the same sense as was the case with the representations of the functions over the field of real numbers by means of the system of orthogonal functions (see [48]).

By Teorem 4.1 it was proved that, by adding $m$ unary functions to the operations + , and the constants $0, \ldots, m-1$, representations of $m$-valued functions of one variable are obtained. It will now be proved that thus a complete set of $m$-valued functions is obtained.

Let $h_{0}(x)=g_{0}(x)$. According to Theorems 3.1 and 4.1 it follows that it is sufficient to add only one unary function to get, in a case of a nonprime nunber $m$, a complete set of $m$-valued functions which consists of + , . $(\bmod m)$ the constants $0, \ldots, m-1$ and $g_{0}(x)$. The matrix $L$ in the given case is an identity matrix $I$ of the order $m$. In general, if the matrix $L$ is circulant, the same case will follow.

The question arises how many different possible sets of functions $h_{r}(x)(r=0, \ldots, m-1)$ for the given $m$ satisfy the condition of Theorem 4.1. That condition is reduced to the investigation of matrices whose determinant is relatively prime to $m$. For the sake of der!ving a solution, the total number of such matrices should be divided by $m$ !, for matrices obtained from each other by permutations of columns are considered as one and the same solution.

The number of square matrices of order $m$ whose determinant $\bmod m$ is relatively prime to $m$ is determined in references $[\mathbf{5 0}, \mathbf{5 1}]$.

From the condition $(\operatorname{det} L, m)=1$ it follows that the matrix $L$ will have an inverse matrix $L^{-1}=W$. Then from (4.1.1) it follows that $A=W F$. Replacing in (4.1.2) we will have

$$
\begin{equation*}
f(x)=H W F . \tag{4.1.6}
\end{equation*}
$$

If $w_{r k}(r, k=0, \ldots, m-1)$ are the elements of the matrix $W$ then from (4.1.6) it follows that

$$
\begin{equation*}
f(x)=\sum_{r=0}^{m-1} h_{r}(x) \sum_{k=0}^{m-1} w_{r k} f(k) . \tag{4.1.7}
\end{equation*}
$$

Let $f(X)$ be an $m$-valued function of $n$ variables. If we denote

$$
F_{i}^{T}=\left\|f\left(x_{i}=0\right) \quad \ldots f\left(x_{i}=m-1\right)\right\|
$$

then, performing the same procedure as while proving the representations (4.1.6) and (4.1.7), respectively, the following theorem is proved.

Theorem 4.2. Every m-valued function of $n$ variables has a representation of the from

$$
\begin{equation*}
f(X)=H_{i} W F_{i} \tag{4.1.8}
\end{equation*}
$$

or

$$
\begin{equation*}
f(X)=\sum_{r=0}^{m-1} h_{r}\left(x_{i}\right) \sum_{k=0}^{m-1} w_{r k} f\left(x_{i}=k\right) . \tag{4.1.9}
\end{equation*}
$$

The representations (4.1.8) and (4.1.9), respectively, will be called the expansion theorem of the $m$-valued functions of $n$ variables about the functions $h_{r}\left(x_{i}\right)(r=0, \ldots, m-1)$ of the variable $x_{i}$.

Starting from (4.1.8) by mathematical induction method in the same way as in the proof of the Theorem 3.7 of the preceding chapter, the following theorem is proved.
Theorem 4.3. Every m-valued function of $n$ variables has a representation of the form

$$
\begin{equation*}
f(X)=\left(H_{1} \times \cdots \times H_{n}\right)\left(W_{1} \times \cdots \times W_{n}\right) F_{1} \ldots n \tag{4.1.10}
\end{equation*}
$$

where $W_{1}=\cdots=W_{n}=W$.

The representations (4.1.10) will be called the polynomial forms for $m$-valued functions of $n$ variables.

### 4.2. Generalized polynomial forms

The polynomial forms from the preceding passage will be generalized in the following way. Let us invetsigate the possibility of representing $m$-valued functions of one variable in the form

$$
\begin{equation*}
f(x)=\sum_{r=0}^{m-1} a_{r} h_{r}(x+q) \quad\left(q \in J_{m}\right) . \tag{4.2.1}
\end{equation*}
$$

The representation (4.2.1) represents, from one side, a generalization of the polynomial form (4.1.1) for the system $h_{r}(x+q)\left(q \in J_{m}\right)$ is used instead of the system $h_{r}(x)(r=0, \ldots, m-1)$. The same complete set of functions as for (4.1.1) is being used for the functions $h_{r}(x+q)$ may be obtained from the functions $h_{r}(x)$ so that the variable $x+q$ is first realized. On the other hand, the representation (4.2.1) is a generalization of the polynomial representation (3.4.1) for the system $h_{r}(x+q)$ used instead of the system of functions $(x+q)^{r}$. Therefore the polynomial representations may be regarded as a particular case of the representation (4.2.1) when $h_{r}(x+q)=(x+q)^{r}$.

The proofs of the theorems in this chapter are analogous to the previous ones, but they will nevertheless be given because this will be the most general case of the representations which will be considered in this thesis.

Put $H^{*}=\left\|h_{0}(x+q), \ldots, h_{m-1}(x+q)\right\|$. Then (4.2.1) will have the following matrix form

$$
\begin{equation*}
f(x)=H^{*} A . \tag{4.2.2}
\end{equation*}
$$

Replacing the values for the variable $x$ in (4.2.1) the following system of congruences will be obtained

$$
\begin{equation*}
\sum_{r=0}^{m-1} a_{r} h_{r}(k+q)=f(k) \quad(k=0, \ldots, m-1) \tag{4.2.3}
\end{equation*}
$$

or in matrix form

$$
\begin{equation*}
L^{*} A=F, \tag{4.2.4}
\end{equation*}
$$

where $L^{*}$ is the matrix of the system (4.2.3) and

$$
L^{*}=\left\|\begin{array}{llll}
h_{0}(q) & h_{1}(q) & \cdots & h_{m-1}(q) \\
h_{0}(q+1) & h_{1}(q+1) & & h_{m-1}(q+1) \\
\vdots & & & \\
h_{0}(q-1) & h_{1}(q-1) & & h_{m-1}(q-1)
\end{array}\right\|
$$

Confering the matrix $L^{*}$ to the matrix $L$ from the proceding passage it can be seen that $L^{*}$ is derived from $L$ by a cyclic shift of the rows for $q$ places upwards.

The lemma from the passage 3.4 holds for the ring $J_{m}$ if the determinant of the matrix satisfies the condition of Theorem 4.1. Thus, in order that there exist a unique solution of the sustem (4.2.3) it is necessary and sufficient that
the matrix $L$ or $L^{*}$ has an inverse matrix for any value of $q \in J_{m}$. If we denote $\left(L^{*}\right)^{-1}=W^{*}$ then from (4.2.4) it follows that $A=W^{*} F$ and replacing in (4.2.2)
(4.2.5) $\quad f(x)=H^{*} W^{*} F$.

The system (4.2.2) can also be written in the following way

$$
\sum_{r=0}^{m-1} a_{r} h_{r}(k)=f(k-q) \quad(k=0, \ldots, m-1)
$$

or in matrix form $L A=F^{*}$, where $\left(F^{*}\right)^{T}=\|f(m-q) \ldots f(m-q-1)\|$ and is obtained from the vector $F$ by a cyclic shift of the coordinates for $q$ places downwards.

It is now $A=L^{-1} F^{*}=W F^{*}$ and replacing $A$ in (4.2.2) one more matrix form for the representation (4.2.1) is obtained

$$
\begin{equation*}
f(x)=H^{*} W F^{*} . \tag{4.2.6}
\end{equation*}
$$

The representations (4.2.5) and (4.2.6), respectively, will be called the generalized forms for $m$-valued functions of one variable.

Now let $f(X)$ be a $m$-valued function of $n$ variables. Let the system of functions $h_{r}(x)$ satisfy the conditions of Theorem 4.1. The following theorem will be proved.

Theorem 4.4. Every m-valued function of $n$ variables has a representation of the form

$$
\begin{align*}
& f(X)=H_{i}^{*} W_{i}^{*} F_{i},  \tag{4.2.7}\\
& f(X)=H_{i}^{*} W_{i} F_{i}^{*} \tag{4.2.8}
\end{align*}
$$

Proof. Let us investigate the conditions of existence for $f(X)$ of the following representation

$$
\begin{equation*}
f(X)=\sum_{r=0}^{m-1} h_{r}\left(x_{i}+q_{i}\right) a_{r}\left(x_{1}, \ldots, x_{i-1}: x_{i+1}, \ldots, x_{n}\right) . \tag{4.2.9}
\end{equation*}
$$

Replacing the values of the variable $x_{i}$ in (4.2.9) and repeating the same procedure as with obtaining the representations (4.2.5) and (4.2.6), the representations (4.2.5) and (4.2.6), the representations (4.2.7) and (4.2.8) follow (see [52]).

The representations (4.2.7) and (4.2.8) will be called the generalized expansion theorem of $m$-valued functions of $n$ variables about the functions $h_{r}\left(x_{i}+q_{i}\right)$ of the variable $x_{i}$.

Starting from the representations (4.2.7) and (4.2.8) the following theorem will be proved.

Theorem 4.5. Every m-valued function of $n$ variables has a representation of the form

$$
\begin{equation*}
f(X)=\left(H_{1}^{*} \times \cdots \times H_{n}^{*}\right)\left(W_{1}^{*} \times \cdots \times W_{n}^{*}\right) F_{1 \cdots n}, \tag{4.2.10}
\end{equation*}
$$

$$
\begin{equation*}
f(X)=\left(H_{1}^{*} \times \cdots \times H_{n}^{*}\right)\left(W_{1} \times \cdots \times W_{n}\right) F_{1}^{*} \cdots n \tag{4.2.11}
\end{equation*}
$$

where the matrix $W_{i}^{*}$ is derived from the matrix $W_{i}(i=1, \ldots, n)$ by a cyclic shift of the columns for q places to the left. $F_{1}^{*} \ldots_{n}$ is derived from the vector $F_{1} \cdots_{n}$ by a cyclic shift of the coordinates for $q$ places downwards. The value $q$ is determined by $q=q_{1} m^{n+1}+q_{2} m^{n-2}+\cdots+q_{n}$ (real arithmetic).

Proof. The proof will be given for (4.2.10). The proof for (4.2.11) is analogous to that for (4.2.10).

The proof is by induction on $n$. For $n=1$ the theorem holds by (4.2.7) Assume that it holds for $n-1$ and let us prove that then it will also hold for $n$.

Let us express the function $f(X)$ about the functions $h_{r}\left(x_{n}+q_{n}\right)(r=$ $=0, \ldots, m-1$ ) of the variable $x_{n}$ according to (4.2.7). All the coordinates of the vector $F_{i}$ are functions of $n-1$ variables. According to the inductive assumption each of these coordinates for the variables $x_{1}, \ldots, x_{n-1}$ has a representation of the form

$$
\begin{equation*}
f(X)=Y^{*} Z^{*} F_{1 \ldots n-1}\left(x_{n}=k\right) \quad(k=0, \ldots, m-1), \tag{4.2.12}
\end{equation*}
$$

where $Y^{*}=H_{1}^{*} \times \cdots \times H_{n-1}^{*}, Z^{*}=W_{1}^{*} \times \cdots \times W_{n-1}^{*}$ and where $F_{1 \ldots n-1}\left(x_{n}=k\right)$ denotes that in each cooidinate of the vector $F_{1 \ldots n-1}$ the variable $x_{n}$ should be replaced by the value $k$.

Expanding (4.2.7) and replacing $f\left(x_{n}=k\right)$ according to (4.2.12) it will be obtained that

$$
\begin{aligned}
f(X) & =\sum_{r=0}^{m-1} \sum_{k=0}^{m-1} h_{r}\left(x_{n}+q_{n}\right) w_{r k} f\left(x_{n}=k\right) \\
& =\sum_{r=0}^{m-1} \sum_{k=0}^{m-1} h_{r}\left(x_{n}+q_{n}\right)\left[Y^{*} Z^{*} F_{1 \ldots n-1}\left(x_{n}=k\right)\right] \\
& =\sum_{r=0}^{m-1} \sum_{k=0}^{m-1}\left[h_{r}\left(x_{n}+q_{k}\right) Y^{*}\right]\left(w_{r k} Z^{*}\right) F_{1 \ldots n}\left(x_{n}=k\right) \\
& =\left(Y^{*} \times H_{n}^{*}\right)\left(Z^{*} \times W_{n}^{*}\right) F_{1 \ldots i} .
\end{aligned}
$$

whence the proof of (4.2.10) follows immediately.
The representations (4.2.10) and (4.2.11) will be called the generalized polynomial form for $m$-valued functions of $n$ variables.

One more further generalization of the polynomial forms will be given. Let the system of vectors

$$
\begin{equation*}
h_{r}(x) \quad(r=0, \ldots, m-1) \tag{4.2.13}
\end{equation*}
$$

satisfy the conditions of theorem 4.1. Then every $m$-valued function can be represented by polynomial forms (4.2.5) or (4.2.6).

If the system of vectors

$$
\begin{equation*}
h_{r}(x+q) \quad(r=0, \ldots, m-1) \tag{4.2.14}
\end{equation*}
$$

is used then each $m$-valued function will have from one to $m^{n}$ different representations by means of the generalized polynomial forms (4.2.10) or (4.2.11)
(for $q_{i}=0, \ldots, m-1, i=1, \ldots, n$ ). The particular case of these representations are the polynomial forms which are obtained for $q_{i}=0$. If the matrix of the system of vectors is circulant then there is only one polynomial form.

Furter generalization of polarized polynomial form are representations with the system of vectors

$$
\begin{equation*}
h_{r}\left(x+q_{r}\right) \quad\left(r=0, \ldots, m-1 ; q \in J_{m}\right) . \tag{4.2.15}
\end{equation*}
$$

These representations will be called nonpolarized polynomial forms. Matrices which characterize these forms for $m$-valued functions of one variable are derived by the cyclic shift of each column particularly for $q_{r}$ places upwards but not by the cyclic shift of rows as with the generalized polynomial forms. For a given matrix of the order $m, m^{m}$ different matrices can be derived by means of this shift. However, the determinants of all these matrices will not satisfy the condition of the Theorem 4.1.

From the results of M . CoHN it follows that, for the case of the field $J_{p}$, every $p$-valued function of one variable has $p^{p-1}$ nonpolarized polynomial forms. However, there are matrices of the order $p$ which allow obtaining a still greater number of nonpolarized polynomial forms. Thus, investigating on the computer all the matrices of the order $3 \times 3$ over the field $J_{3}$ it has been established that there are matrices which allow obtaining 24 nonpolarized polynomial forms which is significantly more than it has been known so far.

The problem of investigation of the number of nonpolarized polynomial forms for the matrices of the order $m$ over the ring $J_{m}$ has not been considered so far and remains unsolved.

### 4.3. Polynomial functions mod $\boldsymbol{m}$

If an $m$-valued function of one variable is representable by the polynomial

$$
\begin{equation*}
f(x)=\sum_{r=0}^{s(m)-1} a_{r} x^{r}\left(a_{r} \in J_{m}\right) \tag{4.3.1}
\end{equation*}
$$

it will be called a polynomial function.
When $m=p$ ( $p$ a prime), then every $m$-valued function is polynomial and $s(m)=p$ (see $[53,54]$ ). All the functions over the ring $J_{m}$ are not polynomial ones and the power $s(m)<m$ and is defined by the expression (see [55, 56])

$$
\begin{equation*}
s(m)=\min _{j}\{m \mid j!\} . \tag{4.3.2}
\end{equation*}
$$

Let us mention that the value for $s(m)$, as derived from the generalized Fermat theorem (see [57,58]) in most cases is considerably greater than the value defined by (4.3.2).

Replacing the values for the variable $x$ in (4.3.1) the following system of congruences is obtained:

$$
\begin{equation*}
\sum_{r=0}^{s(m)-1} a_{r} k^{r}=f(k) \quad(k=0, \ldots, m-1) \tag{4.3.3}
\end{equation*}
$$

The extended matrix of the sistem (4.3.6) has the following form

$$
L^{\prime}=\left\|\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 & f(0) \\
1 & 1 & 1^{2} & & 1^{s(m)-1} & f(1) \\
1 & 2 & 2^{2} & & 2^{s(m)-1} & f(2) \\
\vdots & & & & \\
1 & m-1 & (m-1)^{2} & & (m-1)^{s(m)-1} & f(m-1)
\end{array}\right\| .
$$

The rows of the matrix $L^{\prime}$ will be denoted by the numbers from 0 to $m-1$ and the columns from 0 to $s(m)$.

If the notion of the finite difference is defined over $J_{m}$ as over the field of real numbers (see [32]), the following relation can be proved as well

$$
\begin{equation*}
D^{r} f(0)=f(r)-\sum_{i=0}^{r-1}\binom{r}{i} D^{i} f(0) \tag{4.3.4}
\end{equation*}
$$

The following equivalent transformations will be performed over the matrix $L^{\prime}$ (see $[59,60]$ ).

The row denoted by zero previously multiplied by $\binom{r}{0}$ is subtracted from the $r$-th row $(r=1, \ldots, m-1)$ (It is defined that $0!=1$ and $\binom{n}{0}=$ $=\binom{0}{0}=1(n=1,2, \ldots)$ over the ring $\left.J_{m}\right)$. Then the corresponding elements of the $s-1$-th column previously multiplied by 1 are subtracted from the elements of the $r$-th column $(s=2, \ldots, S-1)$ (the notation $S=s(m)$ will be used as a short from). Then the first row, previously multiplied by $\binom{r}{1}$, is subtracted from the $t$-th row ( $r=2, \ldots, m-1$ ). Transformations of the rows from the $S$-th to the $m$-th step only are being preformed. As a result the following matrix is obtained (at every step of the transformation on the matrix $L^{\prime}$, replacing in the $S$-th column has been done according to the formula 4.3.4).)

$$
L_{d}^{\prime}=\left\|\begin{array}{cccccl}
0! & 0 & 0 & \cdots & 0 & D^{0} f(0 \\
0 & 1! & 0 & & 0 & D f(0) \\
\vdots & & & & & \\
0 & 0 & 0 & & (S-1)! & D^{S-1} f(0) \\
0 & 0 & 0 & & 0 & D^{S f(0)} \\
\vdots & & & & & \\
0 & 0 & 0 & & 0 & D^{m-1} f(0)
\end{array}\right\|
$$

Let $L$ be a matrix of the system of congruences (4.3.3). Then it has the following matrix from

$$
\begin{equation*}
L A=F . \tag{4.3.5}
\end{equation*}
$$

The transformation of the rows of the extended matrix $L^{\prime}$ at the $k$-th step ( $k=1, \ldots, m-2$ ) may be represented as the product of the left-hand and right-hand side of the (4.3.5) by the square matrix of the order $m$ which
has ones on the main diagonal and at the $i$-th place of $k$-th column elements

$$
-\binom{r}{i}(i=k+1, \ldots, m-1)
$$

Transformations of the columns at the $k$-th step ( $k=1, \ldots, S-2$ ) may be represented as the multiplication of the matrix $L^{\prime}$ from the right-hand side by the square matrix of the order $S$ which has ones on the main diagonal and elements - $k$ on the diagonal $j-i=1(i, j$ ordinal numbers of the row and column of a certain element of the matrix), beginning from the $k$-th to the $S$-1-th column.

Then the system (4.3.5) may be replaced by the equivalent system

$$
\begin{equation*}
(U L V)\left(V^{-1} A\right)=U F \tag{4.3.6}
\end{equation*}
$$

where the matrices $U$ and $V$ represent the product of all matrices by which the transformations of the rows and columns have been done.

Put $U L V=L_{d}, V^{-1} A=B, F_{D}^{T}=\left\|D^{0} f(0), \ldots, D^{m-1} f(0)\right\|$. Then the system of congruences (4.3.6) takes the following form

$$
\begin{equation*}
L_{d} B=F_{D} \tag{4.3.7}
\end{equation*}
$$

The two known results from the theory of numbers will be required which will be quoted as lemmas (see proofs in [49]).

Lemma 4.1. Let $(a, m)=d$. The congruence $a x=b(\bmod m)$ has no solution if $b$ cannot be divided by $d$. If $b$ is divisible by $d$ then the congruence has $d$ solutions.

Lemma 4.2. If $x$ takes the values from the complete set of the residues modulo $m$, then $x+b, b$ being any prime, takes the values from the complete set of the residues modulo $m$ as well.

The following theorems will be proved.
Theorem 4.6. The $m$-valued function of one variable is polynomial if and only if for all values $r=0, \ldots, m-1$

$$
\begin{equation*}
D^{r} f(0)=0(\bmod (r!, m)) \tag{4.3.8}
\end{equation*}
$$

Proof. The matrix equation may be written in the following form

$$
\begin{array}{ll}
r!b_{r}=D^{r} f(0) & (r=0, \ldots, s(m)-1) \\
O b_{r}=D^{r} f(0) & (r=s(m), \ldots, m-1) \tag{4.3.9}
\end{array}
$$

In order that the system (4.3.9) should have, according to Lemma 4.1, a unique solution with respect to $b_{r}$, it is necessary and sufficient that for all $r=0, \ldots, m-1 D^{r} f(0)$ is divisible by ( $\left.r!, m\right)$. This completes the theorem.

The condition when a function over the ring $J_{m}$ will be polynomial has been considered in references [61, 62]. Another case, analogous to Theorem 4.6, when a function will be polynomial, has been proved in [61].

For the case when $m=p_{1} \cdots p_{k}$. the condition for a function to be polynomial has been given in [63].
A. J. Kempner has proved in [55] how many $m$-valued polynomial functions of one variable there are for a given $m$. It will be proved here using the equivalent system of congruences (4.3.7) obtained the folloving theorem.

Theorem 4.7. The total number $N(m)$ of the polynomial m-valued functions of one variable is

$$
\begin{equation*}
N(m)=\frac{m^{s}(m)}{(0!, m) \cdots([s(m)-1]!, m)} . \tag{4.3.10}
\end{equation*}
$$

Proof. The system (4.3.9) can be written, according to (4.3.5), in the following way

$$
\begin{align*}
r!b_{r} & =f(r)-f_{r} \quad(r=0, \ldots, s(m)-1) \\
0 b_{r} & =f(r)-f_{r} \quad(r=s(m), \ldots, m-1) \tag{4.3.11}
\end{align*}
$$

where

$$
f_{r}=\sum_{i=0}^{r-1}\binom{r}{i} D^{i} f(0) .
$$

For every $r, f(r)$ can take one of the values from $J_{m}$. When $f(r)$ takes all possible values from $J_{m}$ then, according to the Lemma 4.2, $f(r)-f_{r}$ will also take all possible values from $J_{m}$. However, $f(r)$ will satisfy the condition (4.3.8) only for those values for which $f(r)-f_{r}$ is divisible by $(r!, m)$. Hence, the proof of the theorem follows immediately.

On the basis of the known concepts from the theory of numbers, the equation (4.3.10) can also be written in the following way

$$
\begin{equation*}
N(m)=\prod_{i=1}^{k} N\left(p_{i}^{e_{i}}\right) \tag{4.3.12}
\end{equation*}
$$

where $m=p_{1}^{e_{1}} \cdots p_{k}^{e_{k}}$.

### 4.4 Transformations of the $m$-valued functions

The analogy be pointed out existing between the representations of $m$-valued functions by polynomial forms and transformations, particularly Fourier transformation. K. S. Menger has shown in [45] how the polynomial representatios of $p$-valued functions of one variable can be interpreted as Fourier transformation for the case when $f(0)=0$.

That analogy will be obtained putting in (3.3.2) $f(0)=0$

$$
\begin{align*}
& a(r)=(p-1) \sum_{x=1}^{p-1} f(x) x^{-r}  \tag{4.4.1}\\
& f(x)=\sum_{r=1}^{p-1} a(r) x^{r} . \tag{4.4.2}
\end{align*}
$$

Conferring with the Fourier transformation

$$
\begin{align*}
G(\omega) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} f(t) e^{-j \omega t} d t  \tag{4.4.3}\\
f(t) & =\int_{-\infty}^{+\infty} G(\omega) ?^{j \omega t} d \omega . \tag{4.4.4}
\end{align*}
$$

it can be seen that there is the following analogy: $x^{-r}$ corresponds to $e^{-j \omega t}, x^{r}$ corresponds to $e^{j \omega t}$, summation to integration etc. Since the function $f(x)$ is always given either in tabular or in analytical form it will be considered as the original and $a(r)$ as its image.

From these consideradions a conclusion imposes naturaly that, without the limitation $f(0)=0$, the following transformation for the given $p$-valued function $f(x)$ of one variable should be introduced

$$
\begin{align*}
& a(r)=(p-1) \sum_{x=0}^{p-1} f(x)\left(r^{p^{-1}}+x^{p-1-r}-1\right)  \tag{4.4.5}\\
& f(x)=\sum_{r=0}^{p-1} a(r) x^{r} \tag{4.4.6}
\end{align*}
$$

Representations of the $m$-valued functions by polynomial forms can also be considered as a transformation. The rows of the matrix $W$ in (4.1.6) can be considered as the $m$-valued functions of one variable, that is

$$
W^{T}=\left\|\begin{array}{llll}
w_{0}(0) & w_{1}(0) & \cdots & w_{m-1}(0) \\
w_{0}(1) & w_{1}(1) & & w_{m-1}(1) \\
\vdots & & & \\
w_{0}(m-1) & w_{1}(m-1) & & w_{m-1}(m-1)
\end{array}\right\|
$$

Then it can be written

$$
\begin{align*}
& a(r)=\sum_{x=0}^{m-1} w_{r}(x) f(x),  \tag{4.4.7}\\
& f(x)=\sum_{r=0}^{m-1} a(r) h_{r}(x) \tag{4.4.8}
\end{align*}
$$

Analogous considerations can also be carried out for the functions in several variables.

The way of obtaining coefficients $a_{r}(r=0 \ldots, m-1)$ in polynomial forms for the $m$-valued functions of one variable can be generalized in the following way.

Let a system of $m m$-valued functions $u_{j}(x)(j=0, \ldots, m-1)$ of one variable be given, which will be characterized by the matrix

$$
U=\left\|\begin{array}{llll}
u_{0}(0) & u_{1}(0) & \cdots & u_{m-1}(0) \\
u_{0}(1) & u_{1}(1) & & u_{m_{-1}}(1) \\
\vdots & & & \\
u_{0}(m-1) & u_{1}(m-1) & & u_{m-1}(m-1)
\end{array}\right\|,
$$

and let (det $U, m)=1$. If the representation (4.1.6) exists then, according to (4.1.4) it can be written as follows

$$
\begin{equation*}
A=\left[L^{-1}\left(U^{T}\right)^{-1}\right]\left(U^{T} F\right) \tag{4.4.9}
\end{equation*}
$$

The expression (4.4.9) can be considered as the most general one and the coefficients in the polynomial forms can be determined by it. However, the following two cases are of particular importance.

Let $U=L$ and $L^{T} L=\operatorname{diag}\left(d_{00}, \ldots, d_{m-1, m-1}\right)$ be a diagonal matrix where $\left(d_{r r}, m\right)=1$ is true for all $d_{r r}(r=0, \ldots, m-1)$. Then, according to (4.4.9) and (4.1.2), it follows that

$$
\begin{equation*}
a_{r}=d_{r r}^{-1} \sum_{x=0}^{m-1} h_{r}(x) f(x) \quad(r=0, \ldots, m-1) \tag{4.4.10}
\end{equation*}
$$

where $d_{r r}=\sum_{x=0}^{m-1} h_{r}^{2}(x)$.
If $U=L$ and $L$ is an orthogonal matrix, i.e. $L^{T} L=I$, then

$$
\begin{equation*}
a_{r}=\sum_{x=0}^{m-1} h_{r}(x) f(x) \tag{4.4.11}
\end{equation*}
$$

The coefficients $a_{r}$ in polynomial forms, which represent an analogy of the expansion into the orthogonal series, are determined by the relations (4.4.10) and (4.4.11).

### 4.5. Algebraic forms

Let $R=\left\{e_{0}, e_{1}, \ldots, e_{m-1}\right\}$ and let $(R,+, \cdot)$ form an algebraic structure of the commutative ring with unity (unity elements for operations + and $\cdot$, reprectively, are denoted by $e_{0}$ and $e_{1}$ ).

It will be shown that results about the representations of $m$-valued functions which have already been considered may be transferred to the ring $R$. Those representations will be considered as the generalization of the polynomial forms considered in references [7, 52, 64-67] and in this chapter.

Let a system of $m$-valued functions of one variable $h_{r}(x)(r=0, \ldots, m-1)$ be given. This system will be characterized by the following matrix

$$
L=\left\|\begin{array}{llll}
h_{0}\left(e_{0}\right) & h_{1}\left(e_{0}\right) & \cdots & h_{m-1}\left(e_{0}\right) \\
h_{0}\left(e_{1}\right) & h_{1}\left(e_{1}\right) & & h_{m-1}\left(e_{1}\right) \\
\vdots & & & \\
h_{0}\left(e_{m-1}\right) & h_{1}\left(e_{m-1}\right) & & h_{m-1}\left(e_{m-1}\right)
\end{array}\right\| .
$$

Let us investigate the condition that every $m$-valued function of one variable, given by its values $f\left(e_{0}\right), \ldots, f\left(e_{m-1}\right)$, may be represented over the ring $R$ in the following way

$$
\begin{equation*}
f(x)=\sum_{r=0}^{m-1} a_{j} h_{j}(x) \quad\left(a_{j} \in R\right), \tag{4.5.1}
\end{equation*}
$$

or in the matrix form

$$
\begin{equation*}
f(x)=H A \tag{4.5.2}
\end{equation*}
$$

Replacing the values for a variable $x$ in (4.5.1) the following system of equations is obtained:

$$
\begin{equation*}
f(k)=\sum_{r=0}^{m-1} a_{r} h_{r}(k) \quad\left(k=e_{0}, \ldots, e_{m-1}\right) \tag{4.5.3}
\end{equation*}
$$

which has the following matrix form

$$
\begin{equation*}
F=L A, \tag{4.5.4}
\end{equation*}
$$

where $F^{T}=\left\|f\left(e_{0}\right) \ldots f\left(e_{m-1}\right)\right\|$.
The following theorem will be proved.
Theorem 4.8. A necessary and sufficient condition for the existing of a unique representation of the form (4.5.1) for every $m$-valued function of one variable is that the determinant of the matrix $L$ be an element from $R$ which is invertikle in reference to the operation .

Proof. System (4.5.3) may be written in the form (see [47])

$$
\begin{equation*}
\Delta a_{r}=\Delta_{r} \quad(r=0, \ldots, m-1) \tag{4.5.5}
\end{equation*}
$$

where $\Delta=\operatorname{det} L$ and $\Delta_{r}$ is derived replacing the $r$-th column by the column of the function values.

In order that a unique solution for $a_{r}$ exists it is necessary and sufficient that det $L$ be an element from $R$ which is invertible with respect to the operation . (see [68]). This completes the proof.

From the invertibility of the determinant over $R$ it follows that the matrix $L$ will be regular, i.e., the matrix $L$ will have over $R$ the inverse matrix $L^{-1}$. Then, from (4.5.4) $A=L^{-1} F$ and replacing $A$ in (4.5.2) it follows that

$$
\begin{equation*}
f(x)=H L^{-1} F . \tag{4.5.6}
\end{equation*}
$$

The representations of the form (4.5.1) (or the matrix form (4.5.6)) will be called the algebraic forms.

Further gereralization of the algebraic forms are the representations

$$
\begin{equation*}
f(x)=\sum_{r=0}^{m-1} a_{r} h_{r}\left(x+e_{q}\right) \quad\left(e_{q} \in R\right), \tag{4.5.7}
\end{equation*}
$$

or in the matrix form

$$
\begin{equation*}
f(x)=H^{*} A \tag{4.5.8}
\end{equation*}
$$

where $H^{*}=\left\|h_{0}\left(x+e_{q}\right) \ldots h_{m-1}\left(x+e_{q}\right)\right\|$.

Replacing the values for the variable $x$ in (4.6.7) the following system of equations will be derived

$$
\left.f(k)=\sum_{r=0}^{m-1} a_{r} h_{r}\left(k+e_{q}\right) \quad k=e_{0}, \ldots, e_{m-1}\right) .
$$

This sistem of equations may be represented in the matrix form in the following two ways

$$
\begin{align*}
& F=L^{*} A  \tag{4.5.9}\\
& F^{*}=L A \tag{4.5.10}
\end{align*}
$$

where $\left(F^{*}\right)^{T}=\left\|f\left(e_{m-q}\right) \ldots f\left(e_{m-q-1}\right)\right\|$ and $L^{*}$ is the matrix which is obtained from the matrix $L$ by a cyclic shift of the rows for $q$ places upwards.

As $\operatorname{det} L^{*}=(-1)^{q m} \operatorname{det} L$ and since $\operatorname{det} L$ is an element from $R$ which is invertible in $R$ the inverse matrix $\left(L^{*}\right)^{-1}$ will hence exist, for from the invertibility of $\operatorname{det} L$, the invertibility of element $-\operatorname{det} L$ follows (see [68]).

According to (4.5.9) and (4,5.10) it follows that

$$
\begin{equation*}
A=\left(L^{*}\right)^{-1} F=L^{-1} F^{*} \tag{4.5.11}
\end{equation*}
$$

Replacing (4.5.11) in (4.5.8) it will finally be obtained that

$$
\begin{align*}
& f(x)=H^{*}\left(L^{*}\right)^{-1} F,  \tag{4.5.12}\\
& f(x)=H^{*} L^{-1} F^{*} \tag{4.5.13}
\end{align*}
$$

The representations (4.5.12) and (4.5.13) will be called the generalized algebraic forms.

For every $m$-valued function of one variable there are in total $m$ generalized algebraic forms. The particular case for $e_{q}=e_{0}$ are the algebraic forms.

The analytical representations by algebraic forms and generalized algebraic forms for $m$-valued functions of $n$ variables can be obtained in the same way as under 4.2. Therefore they will not be considered here.

## 5. SOME UNSOLVED PROBLEMS AND POSSIBLE GENERALIZATIONS

5.1. It is of interest in technical applicatic ns that a representation of $m$-valued functions is to be found whose realization is optimal according to a criterion given in advance. As a criterion of that kind, for example, serve the total number of logical elements + and $\cdot(\bmod m)$ required for the realization of the given function. This problem is known as the minimization of $m$-valued functions.

The generalized polynomial forms (4.2.1) give a possibility that $m$ different analitical representations by polyncmial forms in the general case can be derived for the same $m$-valued function of one variable. The problem how to select the value $q$ to derive a minimal polyncmial form has remained unsolved. D. A. Pospelov has shown in [24] that this problem can be reduced to the linear integer programming but further considerations do not exist.

Still larger optimization of the polynomal forms can be achieved if the vector system (4.2.15) obtained by cyclic shift of certain columns is used for representations. There are two problems left which are worth paying attention.

First, how to establish for the given matrix $L$ of the order $m$ how many of $m^{m}$ matrices, obtained by cyclic shift of the columns, satisfy the condition of Theorem 4.1.

Secondly, how to find an optimum polynomial form among the possible ones of that kind.
5.2. Instead of using $m$ functions of one variable for the polynomial forms (4.1.1), any subset of those functions and the subset of all possible componentwise products of those functions may be taken. It would be interesting here to find out criteria for determining when the componentwise product of two or more vectors over the ring $J_{m}$ will be linearly independent with those vectors as well as which and how many of such products will be linearly independent with the given set of vectors and with the rest of the products.
5.3. Polynomial forms may be used for generation of codes over the field $J_{p}$ or the ring $J_{m}$. This was not considered in this thesis as well. Consideration of the codes over the ring $J_{m}$ represents a particular interest for, as far as the author knows, such codes have not been considered so far.

For the case of the field $J_{p}$, codes of the Reed-Muller type for $p=2$ can be generated by polynomials mod $p$ as well (see [1, 28, 37, 38]). Such a generalization has not been considered yet.

Consideration of these representations will be interesting as well as the investigation of their deriving.
5.4. Let us point out some more interesting unsolved problems.

In the case of the synthesis of the switching circuits by Povarov cascade method (see [14]) over any complete set of functions, the sequence by means of which the expansion is performed results in complexity of the derived switching circuits. The hypothesis on usage of the Boolean difference to determine the sequence of expansion has been given in reference [8] in connection with the synthesis of switching circuits with majority functions. It will surely be of interest to try to find out of what significance the Boolean difference may be here.

The polynomial functions mod $m$ have been considered under 4.3. It is not known at present how many of all permutations of the set $\{0,1, \ldots, m-1\}$ may be representen by the polynomials for the case of the ring $J_{m}$.

Besides representations by polynomials or polynomial forms, $m$-valued functions can be representad by other canonical forms as well. Transition from one representation to another for $m \neq 2$ has not been considered so far (for $m=2$, see [20]).

The operation $+(\bmod m)$ can be aplied to the arithmetic units of a computer and that is why its incorporation into the complete set of functions is of importance (see [69]). However, this is not true for the operation . $(\bmod m)$ so that it would also be interesting to investigate another complete sets into which the operation $+(\bmod m)$ is incorporated. Some considerations on this subject can be found in reference [70].
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