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AN EXTREMAL PROBLEM FOR THE

LENGTH OF ALGEBRAIC POLYNOMIALS

Gradimir V. Milovanovi�c, Dobrilo D- . To�si�c

An extremal problem for the length L(P ) = ja0j + ja1j + � � �+ janj of polynomi-

als P (x) =
P

n

k=0
akx

k with the uniform norm kP k � 1 on [0;1] is considered.

We prove that L(P ) � Tn(3), where Tn is the Chebyshev polynomial of the �rst

kind and degree n. The equality is attained for the shifted Chebyshev polyno-

mial �Tn(2x � 1). We use this result to give an application to the condition of

polynomials on [0;1] in power form.

1. INTRODUCTION

Let Pn denotes the set of algebraic polynomials of degree at most n. In this
note we consider an extremal problem for the length

(1:1) L(P ) = ja0j+ ja1j+ � � �+ janj

of polynomials P (x) =
nP

k=0

akx
k with the uniform norm on [0; 1] less than or equal

to 1, i.e.,

(1:2) kPk = max
0�x�1

jP (x)j � 1:

Such a class of polynomials we denote by P̂n.
It is known (cf. [5, p. 131]) that for two arbitrary polynomials P;Q we have

L(PQ) � L(P )L(Q); L(P � Q) � L(P ) + L(Q):

We will prove that

(1:3) L(P ) � Tn(3) =
1

2

�
(3 +

p
8)n + (3�

p
8)n
�
;

where Tn(x) is the Chebyshev polynomials of the �rst kind.
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Otherwise, the Chebyshev polynomials are appeared in many extremal
problems with polynomials (see, for example, the monographs written by Rivlin
[7], Paszkowski [6], Fox and Parker [2], and Milovanovi�c, Mitrinovi�c and
Rassias [5], as well as the papers of DeVore [1], Micchelli and Rivlin [4]
and Roulier and Varga [8]). Several maximizing linear functionals on Pn were
considered in [6, Ch. 2B].

The proof of (1.3) can be done using the general theorem on the Chebyshev
alternation. However, our proof here is based on some interpolation facts. Also,
we give an application of this estimate to the condition of algebraic polynomials on
[0; 1] in power form.

2. MAIN RESULT

The extremal points of Tn(t) on [�1; 1] we denote by

(2:1) �k := � cos
k�

n
; k = 0; 1; : : :; n;

where Tn(�k) = (�1)n�k, k = 0; 1; : : : ; n.

We prove the following result:

Theorem 2.1. Let P (x) =
nP

k=0

akx
k be an arbitrary polynomials in the class P̂n

and L(P ) be its length de�ned by (1.1). Then

L(P ) � Tn(3) =
1

2

�
(3 +

p
8)n + (3�

p
8)n
�
;

with equality if P (x) = �Tn(2x� 1).

Proof. Regarding to (2.1), we take the extremal points of the shifted Chebyshev
polynomial T �n(x) = Tn(2x� 1) as

x� :=
1

2
(1 + ��) = sin2

��

2n
; � = 0; 1; : : : ; n:

Let P (x) =
nP

k=0

akx
k 2 P̂n and put

(2:2) P (x�) =

nX
k=0

akx�
k = p� ; � = 0; 1; : : :; n:

For each (p0; p1; : : : ; pn) 2 Rn+1, the coe�cients ak, k = 0; 1; : : :; n, are deter-
mined uniquely from the Vandermonde system (2.2). Introducing the elementary
Lagrange interpolation polynomials

`�(x) =
Y
j=0

j 6=�

x� xj

x� � xj
= bn;�x

n + bn�1;�x
n�1 + � � �+ b0;�; � = 0; 1; : : :; n;
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the polynomial P (x) can be expressed in the form

P (x) =

nX
�=0

p�`�(x);

i.e., nX
k=0

akx
k =

nX
�=0

p�

nX
k=0

bk;�x
k =

nX
k=0

� nX
�=0

bk;�p�

�
xk;

from which, we conclude that

ak =

nX
�=0

bk;�p� ; k = 0; 1; : : : ; n:

Since P 2 P̂n, it has to be jp�j � 1, � = 0; 1; : : :; n (see (1.2)), and we have
that

jakj =
���

nX
�=0

bk;�p�

��� �
nX

�=0

jbk;�jjp�j �
nX

�=0

jbk;�j;

and

L(P ) =

nX
k=0

jakj �
nX

k=0

nX
�=0

jbk;�j:

We denote by �
(�)
m = �m(x0; x1; : : : ; x��1; x�+1; : : : ; xn) the m-th elementary

symmetric function in n nonnegative variables x0; x1; : : : ; x��1; x�+1; : : : ; xn, where

0 � � � n, 1 � m � n, and �
(�)

0 � 1.

Since

bk;� = �
(�)

n�k

(�1)n�k
nQ
j=0

j 6=�

(x� � xj)

and sgn
� nY

j=0

j 6=�

(x� � xj)
�
= (�1)n��;

we have jbk;�j = (�1)k+�bk;�, so that

nX
k=0

jbk;�j =
nX

k=0

(�1)k+�bk;� = (�1)�
nX

k=0

(�1)kbk;� = (�1)�`�(�1):

Thus,

An =

nX
k=0

nX
�=0

jbk;�j =
nX

�=0

(�1)�`�(�1):

Notice that sgn `�(x) = (�1)� for x � 0. Therefore, we consider now the Lebesgue
function �n(x) for x � 0, i.e.,

�n(x) =

nX
�=0

(�1)�`�(x):
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Since

`�(x) =
Y
j=0

j 6=�

x� xj

x� � xj
=
Y
j=0

j 6=�

t� �j

�� � �j
=

1

t� ��
�

(1� t2)T 0n(t)

[(1� t2)T 0n(t)]
0
t=��

;

where �� are given by (2.1), using the Chebyshev di�erential equation

(1� t2)T 00n (t)� tT 0n(t) + n2Tn(t) = 0;

we �nd

`�(x) =
1

t� ��
�

(t2 � 1)T 0n(t)

��T 0n(��) + n2Tn(��)
; t = 2x� 1:

Therefore,

`0(x) =
1

t+ 1
�

(t2 � 1)T 0n(t)

(�1)nn2 + n2(�1)n
=

(�1)n

2n2
(t� 1)T 0n(t);

`�(x) =
1

t� ��
�
(t2 � 1)T 0n(t)

n2(�1)n��
; 1 � � � n� 1;

`n(x) =
1

t� 1
�
(t2 � 1)T 0n(t)

n2 + n2
=

1

2n2
(t+ 1)T 0n(t);

and

�n(x) =
(�1)nT 0n(t)

n2

�
1

2
(t� 1) + (t2 � 1)

n�1X
�=1

1

t � ��
+

1

2
(t+ 1)

�
:

Since,

T 00n (t)

T 0n(t)
=

n�1X
�=1

1

t� ��
;

we obtain

�n(x) =
(�1)nT 0n(t)

n2

�
t+ (t2 � 1)

T 00n (t)

T 0n(t)

�
=

(�1)n

n2

�
tT 0n(t) + (t2 � 1)T 00n (t)

�
;

i.e., �n(x) = (�1)nTn(t) = Tn(�t) = Tn(1� 2x). Thus, An = �n(�1) = Tn(3).

Solving the di�erence equation Tn+1(3) = 6Tn(3) � Tn�1(3), with starting
values T0(3) = 1 and T1(3) = 3, we �nd

Tn(3) =
1

2
((3 +

p
8)n + (3�

p
8)n):

Since T �n(x) = Tn(2x� 1) = T2n(
p
x), x � 0, we have that

T �n(x) = n

nX
k=0

(�1)n�k

n+ k

�
n+ k

n� k

�
(4x)k:
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Evidently that for �Tn(2x� 1) we have

L(�T �n ( � )) = n

nX
k=0

4k

n + k

�
n+ k

n� k

�
= Tn(3):

Theorem 2.1 can be also interpreted in the following form:

Theorem 2.2. Let P (x) =
nP

k=0

akx
k be an arbitrary polynomials in the class Pn

and L(P ) be its length de�ned by (1.1). Then the best constant in

An = sup
P2Pnnf0g

L(P )

kPk

is An = Tn(3). The extremal polynomial is T �n (x), where  is an arbitrary constant

di�erent from zero.

In Table 2.1 we give the best constant An and the extremal polynomial T �n(x)
for 0 � n � 7.

Table 2.1

n An T
�

n
(x)

0 1 1

1 3 2x� 1

2 17 8x2 � 8x+ 1

3 99 32x3 � 48x2 + 18x� 1

4 577 128x4� 256x3 + 160x2 � 32x+ 1

5 3363 512x5� 1280x4+ 1120x3� 400x2 + 50x� 1

6 19601 2048x6� 6144x5 + 6912x4 � 3584x3 + 840x2 � 72x+ 1

7 114243 8192x7� 28672x6 + 39424x5� 26880x4 + 9408x3� 1568x2+ 98x� 1

Following Gautschi [3] we can give an application of Theorem 2.2 to the
condition of polynomials on [0; 1] in power form. Let Mn+1 : Rn+1 ! Pn be the
linear map associating to each vector a = (a0; a1; : : : ; an) 2 Rn+1 the polynomial

P (x) =

nX
k=0

akx
k 2 Pn:

Denoting the inverse map of Mn+1 by M�1
n+1 we have that a = M�1

n+1P for any
P 2 Pn. Taking the uniform norms in Rn+1 and Pn, Gautschi [3] considered the
condition of the map Mn+1, relative to the compact interval [a; b], de�ned by

(2:3) condMn+1 = kMn+1k � kM�1
n+1k;

and studied the growth rate of condMn+1 as n ! 1, as well as how this growth
depends on the particular interval [a; b] chosen.

We take here the uniform norm in Pn, kPk = max
0�x�1

jP (x)j, and l1-norm in

R
n+1, kak =

nP
k=0

jakj = L(P ). Then, evidently, for each P 2 Pn,

kPk = max
0�x�1

���
nX

k=0

akx
k
��� � L(P );
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with equality if P (x) is a constant. Therefore, kMn+1k = 1. On the other hand,
Theorem 2.2 gives

kM�1
n+1k = sup

P2Pnnf0g

kak1
kPk

= An;

so that (2.3) becomes

condMn+1 = An =
1

2

�
(3 +

p
8)n + (3�

p
8)n
�
:

Thus, condMn+1 � (3 +
p
8)n=2 as n!1.
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