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## 671. <br> A TRANSFORMATION WHICH MAPS DERIVATIVES INTO DIFFERENCES

Bratislav Danković and Miomir Stanković

## 1. Introduction

Let $\mathbf{R}$ be the set of all real numbers, $\mathbf{N}$ the set of all natural numbers $\mathbf{N}_{0}=\{0\} \cup \mathbf{N}$. Further, let $C^{\infty}(\mathbf{R})$ be the set of real functions having continuous derivetives of all orders.

For real sequences $a=\left(a_{0}, a_{1}, \ldots\right)$ and $b=\left(b_{0}, b_{1}, \ldots\right)$ define the operations,$+ \cdot$, and $\Delta^{k}(\cdot)$ in the usual way i.e.

$$
\begin{gathered}
a+b=\left(a_{0}+b_{0}, a_{1}+b_{1}, \ldots\right), \\
\lambda a=\left(\lambda a_{0}, \lambda a_{1}, \ldots\right), \\
\Delta^{k}\left(a_{n}\right)=\left(\Delta^{k} a_{n}\right)
\end{gathered}
$$

where

$$
\Delta a_{m}=a_{m+1}-a_{m}, \Delta^{k}=\Delta\left(\Delta^{k-1}\right) \quad(k=1,2, \ldots)
$$

In [1] we can find the following definition: The function

$$
x^{(\lambda)}=\frac{\Gamma(x+1)}{\Gamma(x+1-\lambda)}
$$

will be called factorial of the order $\lambda$, for all values of $x$ and $\lambda(x, \lambda \in \mathbf{R})$ for which the gamma function exists. This definition comprises all cases if we agree that when the gamma function is infinite (for arguments $0,-1,-2, \ldots$ ),

$$
x^{(\lambda)}=\lim _{\varepsilon \rightarrow 0}(x+\varepsilon)^{(\lambda)} .
$$

From this definition immediatelly follow the following properties of the function $x^{(\lambda)}$ :
(i) $m^{(n)}=m(m-1) \cdots(m-n+1)$ for $m>n$,
(ii) $\quad m^{(n)}=0$ for $m<n, \quad\left(m, n \in \mathbf{N}_{0}\right)$
(iii) $\quad m^{(m)}=m$ !.

In this paper we will define a transformation which maps the space $C^{\infty}(\mathbf{R})$ into the set of all real sequences and we will examine some of its properties and the end of this paper we will apply this transformation to solve some difference equations.

## 2. Basic definition and properties

Definition. A-transformation of a function $f(u) \in C^{\infty}(\mathbf{R})$ is the sequence $A f(u)=$ $=\left(a_{m}\right)$ where $a_{m}$ is defined by

$$
\begin{equation*}
a_{m}=\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}} e^{u} f(u)\right|_{u=0} \quad\left(m \in \mathbf{N}_{0}\right) . \tag{1}
\end{equation*}
$$

Theorem 1. The following formula is valid

$$
\begin{equation*}
A\left(C_{1} f_{1}(u)+C_{2} f_{2}(u)\right)=C_{1} A f_{1}(u)+C_{2} A f_{2}(u) \tag{2}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are arbitrary constants.
Proof. By definition we have

$$
A\left(C_{1} f_{1}(u)+C_{2} f_{2}(u)\right)=\left(\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}}\left(e^{u}\left(C_{1} f_{1}(u)+C_{2} f_{2}(u)\right)\right)\right|_{u=0}\right)
$$

so that

$$
\begin{aligned}
A\left(C_{1} f_{1}(u)+C_{2} f_{2}(u)\right) & =\left(\left.C_{1} \frac{\mathrm{~d}^{m}}{\mathrm{~d} u^{m}} e^{u} f_{1}(u)\right|_{u=0}\right)+\left(\left.C_{2} \frac{\mathrm{~d}^{m}}{\mathrm{~d} u^{m}} e^{u} f_{2}(u)\right|_{u=0}\right) \\
& =C_{1} A f_{1}(u)+C_{2} A f_{2}(u)
\end{aligned}
$$

which proves the theorem.
Theorem 2. If we have $f(u, a) \in C^{\infty}(\mathbf{R})$ for fixed $a$ and if $f(u)$ has continuous derivatives with respect to a for all $u \in \mathbf{R}$ then we have

$$
\begin{equation*}
A \frac{\partial f(u, a)}{\partial a}=\frac{\partial}{\partial a} A f(u, a) . \tag{3}
\end{equation*}
$$

Proof. Since the following relation is valid

$$
\begin{aligned}
\left.\frac{\partial^{m}}{\partial u^{m}}\left(e^{u} \frac{\partial}{\partial a} f(u, a)\right)\right|_{u=0} & =\frac{\partial^{m}}{\partial u^{m}}\left(\left.\frac{\partial}{\partial a} e^{u} f(u, a)\right|_{u=0}\right. \\
& =\left.\frac{\partial}{\partial a} \frac{\partial^{m}}{\partial u^{m}} e^{u} f(u, a)\right|_{u=0}
\end{aligned}
$$

in accordance with the definition we can conclude that (3) holds.
Theorem 3. If $A f(u)=\left(a_{m}\right)$, then we have the following relations

$$
\begin{aligned}
& 1^{\circ} A f^{(n)}(u)=\Delta^{n} A f(u) \\
& 2^{\circ} A \int_{0}^{u} f(t) \mathrm{d} t=\left(\sum_{i=0}^{m-1} a_{i}\right) \\
& 3^{\circ} A u^{k} f^{(n)}(u)=\left(m^{(k)} \Delta^{n} a_{m-k}\right) \quad\left(k \in \mathbf{N}_{0}\right) \\
& 4^{\circ} A u^{k}=\left(m^{(k)}\right) .
\end{aligned}
$$

Proof. $1^{\circ}$ Let us suppose that $A \frac{\mathrm{~d}^{k} f(u)}{\mathrm{d} u^{k}}=\left(b_{m}^{k}\right)$ and $k=1$. Then the following formula

$$
\begin{aligned}
a_{m+1}=\left.\frac{\mathrm{d}^{m+1}}{\mathrm{~d} u^{m+1}} e^{u} f(u)\right|_{u=0} & =\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}}\left(e^{u} f(u)+e^{u} \frac{\mathrm{~d} f(u)}{\mathrm{d} u}\right)\right|_{u=0} \\
& =\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}} e^{u} f(u)\right|_{u=0}+b_{m}
\end{aligned}
$$

is valid i.e. we have
wherefrom it follows that

$$
a_{m+1}=a_{m}+b_{m}
$$

$$
A \frac{\mathrm{~d} f(u)}{\mathrm{d} u}=\Delta A f(u),
$$

which proves $1^{\circ}$ for $k=1$.
Let us suppose further that $1^{\circ}$ is valid for $n \leqq k-1$, i.e. let us suppose that

$$
A \frac{\mathrm{~d}^{n} f(u)}{\mathrm{d} u^{n}}=\Delta^{n} A f(u) \quad(n=1,2, \ldots, k-1)
$$

Since we have

$$
\begin{aligned}
a_{m+k} & =\left.\frac{\mathrm{d}^{m+k}}{\mathrm{~d} u^{m+k}} e^{u} f(u)\right|_{u=0}=\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}}\left(\frac{\mathrm{~d}^{k}}{\mathrm{~d} u^{k}} e^{u} f(u)\right)\right|_{u=0} \\
& =\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}}\left(\sum_{i=0}^{k}\binom{k}{i} f^{(i)}(u) e^{u}\right)\right|_{u=0}
\end{aligned}
$$

by using the induction hypothesis it follows that

$$
a_{m+k}=a_{m}+\binom{k}{1} \Delta a_{m}+\cdots+\binom{k}{k-1} \Delta^{k-1} a_{m}+b_{m}^{k}
$$

On the other hand, since we have (see [1])

$$
a_{m+k}=a_{m}+\binom{k}{1} \Delta a_{m}+\cdots+\binom{k}{k-1} \Delta^{k-1} a_{m}+\Delta^{k} a_{m}
$$

it follows that $b_{m}^{k}=\Delta^{k} a_{m}$, i.e.

$$
A \frac{\mathrm{~d}^{k} f(u)}{\mathrm{d} u^{k}}=\left(\Delta^{k} a_{m}\right)=\Delta^{k} A f(u)
$$

which proves $1^{\circ}$ for all $n$.
$2^{\circ}$ Let us write

$$
a_{m}^{s}=\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}} e^{u} \int_{0}^{u} f(t) \mathrm{d} t\right|_{u=0},
$$

then we have

$$
\begin{align*}
a_{m+1}^{s} & =\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}}\left(e^{u} \int_{0}^{u} f(t) \mathrm{d} t+e^{u} f(u)\right)\right|_{u=0}=\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}} e^{u} \int_{0}^{u} f(t) \mathrm{d} t\right|_{u=0}+\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}} e^{u} f(u)\right|_{u=0} \\
& =a_{m}^{s}+a_{m}, \text { i.e. } \quad \Delta a_{m}^{s}=a_{m} .
\end{align*}
$$

Since the general solution of the equation (4) is the sequence $\left(\sum_{i=1}^{m-1} a_{i}+C\right)$, where $C$ is an arbitrary constant and $a_{1}^{s}=a_{0}$ it follows that

$$
A \int_{0}^{u} f(t) \mathrm{d} t=\left(\sum_{i=0}^{m-1} a_{i}\right)
$$

which proves $2^{\circ}$.
$3^{\circ}$ Let us suppose that $A u^{k} f^{(n)}(u)=\left(c_{m}\right)$. Then, on the basis of the definition we have

$$
c_{m}=\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}} e^{u} u^{k} f^{(n)}(u)\right|_{u=0}=\left.\left.\sum_{i=0}^{m}\binom{m}{i} \frac{\mathrm{~d}^{m-i}}{\mathrm{~d} u^{m-i}} u^{k}\right|_{u=0} \frac{\mathrm{~d}^{i}}{\mathrm{~d} u^{i}} e^{u} f^{(n)}(u)\right|_{u=0} \text {, i.e. }
$$

$$
\begin{equation*}
c_{m}=\left.\sum_{i=0}^{m}\binom{m}{i} \frac{\mathrm{~d}^{m-i}}{\mathrm{~d} u^{m-i}} u^{k}\right|_{u=0} \Delta^{n} a_{i} \tag{5}
\end{equation*}
$$

Since the relation $\left.\frac{\mathrm{d}^{m-1}}{\mathrm{~d} u^{m-i}} u^{k}\right|_{u=0}=k$ ! is true only when $m-i=k$, and for $m-i \neq k$

$$
\left.\frac{\mathrm{d}^{m-i}}{\mathrm{~d} u^{m-i}} u^{k}\right|_{u=0}=0,
$$

from (5) it follows that
i.e.

$$
c_{m}=\binom{m}{m-k} k!\Delta^{n} a_{m-k}
$$

$A u^{k} f^{(n)}(u)=\left(m^{(k)} \Delta^{n} a_{m-k}\right)$
which proves $3^{\circ}$.
$4^{\circ}$ On the basis of the definition it follows that

$$
A u^{k}=\left(\left.\frac{\mathrm{d}^{m}}{\mathrm{~d} u^{m}} e^{u} u^{k}\right|_{u=0}\right)=\left(\left.\left.\sum_{i=0}^{m}\binom{m}{i} \frac{\mathrm{~d}^{m-i}}{\mathrm{~d} u^{m-i}} e^{u}\right|_{u=0} \frac{\mathrm{~d}^{i}}{\mathrm{~d} u^{i}} u^{k}\right|_{u=0}\right) .
$$

On the other hand, as we proved, the relation $\left.\frac{\mathrm{d}^{i}}{\mathrm{~d} u^{i}} u^{k}\right|_{u=0}=k!$ is valid only when $i=k$, while for $i \neq k$ we have $\left.\frac{\mathrm{d}^{i}}{\mathrm{~d} u^{i}} u^{k}\right|_{u=0}=0$; we get

$$
A u^{k}=\left(m^{(k)}\right)
$$

which proves $4^{\circ}$.
By using the well known Leibniz formula the general term of the sequence $A f(u)$ is given by

$$
\begin{equation*}
a_{m}=\sum_{i=0}^{m}\binom{m}{i} f^{(i)}(0) \tag{6}
\end{equation*}
$$

Theorem 4. If the relation $A f(u)=A g(u)$ is valid and if $f(u)$ and $g(u)$ can be developed in Maclaurin series then there exists a neighbourhood of zero in which the equality $f(u)=g(u)$ is true.

Proof. Let us introduce the notation $A f(u)=\left(a_{m}\right), A g(u)=\left(b_{m}\right)$. On the basis of (6) for every $m \in \mathbf{N}_{0}$ we have

$$
\begin{equation*}
\left(\sum_{i=0}^{m}\binom{m}{i} f^{(i)}(0)\right)=\left(\sum_{i=0}^{m}\binom{m}{i} g^{(n}(0)\right) . \tag{7}
\end{equation*}
$$

The equation (7) for $m=0,1,2, \ldots$ implies the following system of equalities $f^{(m)}(0)=g^{(m)}(0)\left(m \in \mathbf{N}_{0}\right)$.

On the basis of that fact, we can conclude that the functions $f(u)$ and $g(u)$ have the same Taylor expansion, so that those functions coincide in neighbourhood of zero.

## 3. Table

In this part of our paper we give a table of some elementary functions and their images by the $A$-transformation.

|  | $f(u)$ | $a_{m}$ |
| :--- | :--- | :--- |
| 1 | $C(C-$ constant $)$ | $C$ |
| 2 | $u^{n}$ | $m^{(n)}$ |
| 3 | $e^{a u}$ | $(1+a)^{m}$ |
| 4 | $\sin a u$ | $\left(1+a^{2}\right)^{m / 2} \sin (m \operatorname{arctg} a)$ |
| 5 | $\cos a u$ | $\left(1+a^{2}\right)^{m / 2} \cos (m \operatorname{arctg} a)$ |
| 6 | $u^{n} f(u)$ | $m^{(n)} a_{m-n}$ |
| 7 | $f_{1}(u) f_{2}(u)$ | $\sum_{k=0}^{m}\binom{m}{k} a_{k} f_{2}^{(n-k)}(0)\left(\right.$ where $\left.A f_{1}(u)=\left(a_{k}\right)\right)$. |

## 4. Some applications of the $A$-transformation to difference equations

In this part we will give some applications of the $A$-transformation in solving some difference equations.

Example 1. By an application of the $A$-transformation to the equation

$$
\begin{equation*}
\frac{\mathrm{d}^{n} y(x)}{\mathrm{d} x^{n}}+b_{1} \frac{\mathrm{~d}^{n-1} y(x)}{\mathrm{d} x^{n-1}}+\cdots+b_{n} y(x)=0 \tag{8}
\end{equation*}
$$

where $b_{i}(i=1, \ldots, n)$ are real constants we get the equation

$$
\begin{equation*}
\Delta^{n} a_{m}+b_{1} \Delta^{n-1} a_{m}+\cdots+b_{n} a_{m}=0 . \tag{9}
\end{equation*}
$$

The general solution of the equation (8) is the sum of the following terms:

$$
e^{r x}, e^{(p+i q) x}, x^{n} e^{r x}, x^{n} e^{(p+i q) x} \quad\left(n \in \mathbf{N}_{0}, p, q, r \in \mathbf{R}\right)
$$

By application of the $A$-transformation we conclude that in the solution of (9) the above terms correspond to the following terms:

$$
(1+r)^{m},(1+p+i q)^{m}, m^{(n)}(1+r)^{m-n}, m^{(n)}(1+p+i q)^{m-n} .
$$

The general solution of the equation

$$
\begin{equation*}
y^{\prime \prime}+y^{\prime}-y=0 \tag{10}
\end{equation*}
$$

is given by
(11)

$$
y=C_{1} \exp \left(\left(\frac{-1+\sqrt{5}}{2}\right) x\right)+C_{2} \exp \left(\left(-\frac{1+\sqrt{5}}{2}\right) x\right)
$$

where $C_{1}$ and $C_{2}$ are arbitrary constants.
By the application of the $A$-transformation to the equation (10) and the solution (11) it follows that the difference equation
i.e.
has the general solution

$$
\Delta^{2} a_{m}+\Delta a_{m}-a_{m}=0
$$

$$
a_{m+2}=a_{m+1}+a_{m}
$$

$$
\left(a_{m}\right)=\left(C_{1}\left(\frac{1+\sqrt{5}}{2}\right)^{m}+C_{2}\left(\frac{1-\sqrt{5}}{2}\right)^{m}\right)
$$

where $C_{1}$ and $C_{2}$ are arbitrary constants.
Example 2. The general solution of the equation

$$
\begin{equation*}
\frac{\mathrm{d}^{n} y(x)}{\mathrm{d} x^{n}}=f(x) \tag{12}
\end{equation*}
$$

is given by

$$
\begin{equation*}
y(x)=\frac{1}{(n-1)!} \int_{0}^{x}(x-t)^{n-1} f(t) \mathrm{d} t+C_{n-1} \frac{x^{n-1}}{(n-1)!}+\cdots+C_{0} \tag{13}
\end{equation*}
$$

where $C_{0}, \ldots, C_{n-1}$ are arbitrary constants.
By the application of $A$-transformation to the equation (12) and the solution (13) it follows that the difference equation
has the solution

$$
\begin{aligned}
& \Delta^{n} a_{m}=b_{m} \\
& a_{m}=A y(x) .
\end{aligned}
$$

By using the well known formulas:
and

$$
(x+a)^{(i)}=\sum_{k=0}^{i}\binom{i}{k} x^{(k)} a^{(i-k)}, \quad(x+i)^{(i)}=(x+1)^{[i]}
$$

$$
(-x-a)^{(i)}=(-1)^{i}(x+a)^{[i]}
$$

where $x^{[l]}=x(x+1) \cdots(x+i-1)$, the general term of the sequence $A y(x)=\left(a_{m}\right)$ is given by

$$
\begin{equation*}
a_{m}=\sum_{k=0}^{m-1} \frac{(m-k-1)^{(n-1)}}{(n-1)!} b_{k}+C_{n} m^{n-1}+\cdots+C_{2} m+C_{1} \tag{14}
\end{equation*}
$$

where $C_{n}, \ldots, C_{1}$ are arbitrary constants. The general solution (14) can be found in [2].
Example 3. The general solution of the equation

$$
\begin{equation*}
\sum_{k=0}^{n}(-1)^{k} k!\binom{n}{k} x^{n-k} y^{(n-k)}=0 \tag{15}
\end{equation*}
$$

is given by (see [3])

$$
\begin{equation*}
y=\sum_{k=0}^{n} C_{k} x^{k} \tag{16}
\end{equation*}
$$

where $C_{0}, \ldots, C_{n}$ are arbitrary constans.

By the application of the $A$-transformation to the equation (15) and the solution (16) it follows that the difference equation

$$
\sum_{k=0}^{n}(-1)^{k} k!\binom{n}{k} m^{(n-k)} \Delta^{n-k} a_{m-n+k}=0
$$

has the solution

$$
\left(\sum_{i=0}^{n} C_{i} m^{(i)}\right)
$$

where $C_{0}, \ldots, C_{n}$ are arbitrary constants.
Example 4. Any particular solution of the equation

$$
\begin{equation*}
x y^{\prime \prime}+(\alpha+1-x) y^{\prime}+n y=0 \quad(\alpha \in \mathbf{R}) \tag{17}
\end{equation*}
$$

is given by (see [4])

$$
\begin{equation*}
y(x)=\sum_{k=0}^{n}(-1)^{k}\binom{n+\alpha}{n-k} \frac{x^{k}}{k!} \tag{18}
\end{equation*}
$$

By the application of the $A$-transformation to the equation (17) and the any particular solution (18) it follows that the difference equation

$$
(m+\alpha+1) a_{m+1}-(3 m+\alpha+1-n) a_{m}+2 m a_{m-1}=0
$$

has any particular solution

$$
\left(a_{m}\right)=\left(\sum_{k=0}^{n}(-1)^{k}\binom{n+\alpha}{n-k}\binom{m}{k}\right)
$$

Example 5. Any particular solution of the equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-n^{2}\right) y=0 \quad\left(n \in \mathbf{N}_{0}\right) \tag{19}
\end{equation*}
$$

is given by (see [3])

$$
\begin{equation*}
y(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!(n+k)!}\left(\frac{x}{2}\right)^{n+2 k} \tag{20}
\end{equation*}
$$

By the application of the $A$-transformation to the equation (19) and the particular solution (20) it follows that the difference equation

$$
\left(m^{2}-n^{2}\right) a_{m}-m(2 m-1) a_{m-1}+2 m(m-1) a_{m-2}=0
$$

has any particular solution

$$
\left(a_{m}\right)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{2^{n+2 k} k!(n+k)!} m^{(n+2 k)}
$$

Professor B. Crstici and Professor D. Blanuša read the paper in manuscript and give very useful comments.
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